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Over the past few years there has been a large expand of video streaming on internet. In 
2005 there was a strong belief among companies that this market will expand exponentially in 
the next few years and this is happening nowadays. A lot of events, in particular sport events, 
are broadcasting and then retransmitted on internet. The Olympic Game of 2008 in China and 
the Football World Cup of 2010 in South Africa are two examples of events widely watched 
on the internet. 

These media contents can be accessed through VoD services which allows a client to 
watch the video while he is downloading it. The systems offering this kind of services have to 
deal with hundred thousands of potential clients. Centralized server topologies have shown 
their limits to support it as the server’s bandwidth was quickly overwhelmed by clients. 
Services as YouTube propose to users to share and watch videos through a content 
distribution network (CDN) which consists of a set of servers exchanging information to deal 
efficiently with clients’ requests, taking into account the client localization, servers load and 
content replication. But this kind of system requires expensive infrastructures and is not really 
scalable. 

Therefore, research changed to another direction and looked toward peer-to-peer (p2p). 
Peer-to-peer systems do not require special infrastructure and work well on the best-effort 
Internet. Furthermore, the data are not only downloaded from a source server, but are also 
shared between clients’ computers (called peers) which alleviate the server load and the 
bandwidth usage. This is in this context that the State Key Networking & Switching Lab of the 
Beijing University of Posts and Telecommunications has developed a p2p-based Video-on-
Demand system, PPlayer. This software based on an open source project (1) has been 
enhanced to permit an efficient collaboration between different peers and the source server. 
The different protocols and entities involved in PPlayer are similar to existing systems as 
PPlive (2) or GridCast (3). In order for the peer-to-peer VoD system (P2P-VoD system) to 
maintain the classical server-client streaming performances, the video files have to be divided 
into many segments that are then sent from clients to other clients. The management of these 
up and down segments streams is called the segment scheduling. 

This report is the result of an internship which takes place in the context of a project 
called “Design and Evaluation of Streaming-Media Segmentation Scheduling Strategy in 
a P2P-VoD System”. The main goal of this project is to propose an approach for 
segmentation of streaming-media files at different bit-rate and to design efficient scheduling 
strategies for playback, storage, transmission and advertising of segments between peers. My 
teacher Hongbo Wang orientated me towards a quite new approach of data sharing in 
networks: Network Coding. Network Coding basic principle is optimizing the use of 
bandwidth resources of a network by mixing streamed data according to a specific code 
scheme. This technique was first stated in 2000 in the seminal paper by R. Ahlswede, N. Cai, 
S.-Y. R. Li, and R. W. Yeung, "Network Information Flow” (4).  

Under the highlight of articles dealing with Network Coding, my mission was to 
identify the different aspects and modifications to take into consideration in order to integrate 



Network Coding in the existing system PPlayer. I worked with three of the people that have 
implemented PPlayer, to see in which way the system had to be modified in order to integrate 
Network Coding in an efficient fashion. Most of the modifications are related to the 
segmentation scheduling. This prototype allowed us to measure the performances of Network 
Coding in a micro environment. Indeed, under the internship time constraint, we worked 
without simulator and were unable to carry out measurements comparable with the results 
obtained in a real-world application as UUSee did. Nevertheless, this research work develops 
some elements that have just been presented in surface in articles on Network Coding applied 
to P2P-VoD system. The test we carried out shows that PPlayer can work with Network 
Coding with much less data redundancy that in the original system without altering the users 
viewing experience. Some ideas are also proposed to tackle Network Coding main weakness, 
the encoding and decoding complexity. 

To well understand the topic of this research and the different achievements, the paper 
is organized as follow: in Section 0 we describe the original system PPlayer, in Section 0 the 
Network Coding concept is introduced and a basic algorithm and an optimized one are 
proposed to perform it, in Section 4 we explain how the original system PPlayer is modified 
in order to integrate Network Coding, in section 5 we discuss about the different aspects of the 
system that could be improved.  



�  ����
�	�	
����������
 

PPlayer is derived from an open source project initiated by Kevin (1). This open source 
implements the basic architecture of the P2P system. A group of students in BUPT have 
enhanced the system by adding a more evolved gossip protocol between peers and some 
functionality that were not in the original source code. PPlayer is a program that allows users 
to watch any movies proposed in a database. The interface displays the available movies that 
can be watched by the user. After starting a movie, the user can operate VCR operations 
which as a video cassette recorder includes forward, rewind, pause and stop operation. The 
forward and rewind operations are not continuous and can be described as a jump of the play 
position from a point in the movie to another one. Some research has been interested in 
integrated a continuous function in P2P-VoD systems but it is not our topic here. To 
understand how the video-on-demand service is provided let have a look to the system 
architecture. 

As many P2P file sharing or streaming systems(2), (3) PPlayer has the following major 
components: (a) a source server which is the original media source, (b) a tracker to help the 
peers to connect each other in function of their ability to share data, (c) a web portal which 
allows the clients to check out the available movie on the source server, and (d) a log server 
which retrieves logged events from the different peers to perform data measurements. All this 
components and their interactions are illustrated in Figure 1. 

When a peer connects to the system, it first registers on the tracker. Once the peer has 
started to watch a movie, it regularly reports its position to the tracker. Thus, when another 
peer will start the same movie, the tracker will send him a list of randomly picked up peers 
watching this movie. The peer will then exchange data with the peers of the list to check their 
aptitude to provide segments. Then, while downloading segments, the peer advertises the 
segments it already owns by gossiping a buffer map to the peers it knows (that we call 
neighbors) which will forward the message to the peers they know themselves. 

When a peer has identified the peers to which to send a segment request, the scheduling 
algorithm works as follow: 

- It checks if the number of peers likely to provide the segment has reached an arbitrary 
number. This number is 3 for non urgent segment and 5 for urgent segments and the 
request cannot be sent to more peers than this arbitrary number. 

- Then it sends the request to the 3 or 5 peers. If this number cannot be reach, it sends an 
additional request to the source server. 

- Once the segment is received from a peer, it sends a CANCEL SEGMENT message to 
the other peers.  

 



 

Figure 1 : PPlayer architecture. The dotted links shows the possible data exchanges between entities. The links between 
peers are of two types : the media data transfers (in green) and the gossip messages (in purple). 

 

This algorithm has one evident weakness. To ensure the segment delivery with high 
probability, the request is sent to more than one peer. After downloading the requested 
segment, the CANCEL SEGMENT messages sent are not ensured to reach peers before they 
have already sent the segment. In the worst case, every peer has already sent a segment that is 
not useful any more, wasting network and peer resources. A solution is to send only one 
request to one peer and cancel it after a certain amount of time has passed before asking to 
another peer. This implies a meticulous management of time to synchronize peers which is a 
real challenge in a distributed streaming application. To avoid such kind of implementation, 
we looked forward Network Coding which is described in Section 0. 

 �



�  
���
����
�	
��
 

PPlayer scheduler has shown incapacity to make peers get synchronized together. A 
new concept introduced in 2000 in (4) has revolutionized the way of considering network 
information flow. Information flow is not seen as an ordered sequence of messages any more 
but as a whole packet of information pushed into the network which shape can be 
decomposed and recomposed in order to reach the network capacity. This new breakthrough 
in network theory has found applications in multicast systems which aim to achieve the 
maximal flow capacity of a network between a source and one or several sinks. It has also 
found application in P2P systems with a random coding fashion where each peer is able from 
one segment and random coefficients to generate and transmit encoded blocks of information. 

In 2005, a team from Microsoft Research proposed an implementation of a P2P large 
file content distribution system called Avalanche that uses Network Coding (5). In 2006, Lava 
(6) was the first experimental testbed for P2P live streaming content using Network Coding. 
In 2008, UUSee Inc. carried out the �rst large-scale deployment of random Network Coding 
adapted to a P2P-VoD system, collecting 200 Gigabytes traces throughout the 17-day 
Summer Olympic Games in August 2008. The analyses of these traces are presented in (7). 

 The randomization introduced by the coding process eases the scheduling of blocks 
propagation as every block may contains innovative information with high probability. Thus 
each coded block generated from a segment and random coefficients is valuable whatever 
from which peer it is received. This  is  particularly  important  in  large  unstructured  overlay 
networks,  where  the  peers  need  to  make  block scheduling decisions based on local 
information only. Thus, the peers can achieve a perfect synchronization independently of time 
constraints. 

In a first time we present the Network Coding theory. Then, we observe the advantages 
and challenges raised by Network Coding. At last, we present our implementation of Network 
Coding through two algorithms, a basic one and an enhanced one that runs faster. The two 
algorithms are tested and results are discussed. 
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In (4), R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung showed that it was possible 

to maximize the flow of information from one source to several sinks in an network. This 
maximum is characterized by the minimum of the individual max-flows between the source 
and each sink. This minimum is called the maximal flow capacity of the network. Note that 
the maximal flow between the source and a sink can be described by the Max-Flow Min-Cut 
theorem explained in (8).  

To achieve the maximal flow capacity of the network, even if it seems counter-
intuitive, the information flow not has to be seen as a stream of sequential messages that can 
be routed and replicated at nodes. It has to be seen as raw information that we can mix (code) 
at different nodes and spread into the network to the sink which reorders the information 
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part of Figure 2 shows a network with its capacity. The goal is to transmit 2 bits, b
from the source s to the two sinks t
based on the Network Coding 
maximize to two. The graph in the middle shows how the bits
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Figure 2 : a once-source two-sinks network
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by computing a linear combination of th
based on the knowledge of the different linear transformations that have been applied to the 
original message. 

to get the original message. This concept is well illustrated in the 
a network with its capacity. The goal is to transmit 2 bits, b

from the source s to the two sinks t1 and t2. The max flow capacity is 2 for both t
 principle, the flow of information reaching the two think can be 

The graph in the middle shows how the bits can be propagated in the 
Network Coding. We can observe that at node 3, b

Through this pattern, the max flow capacity from the source s to 
. The graph on the right shows the same network but this time 

. The information is coded at node 3 resulting in one bit b
receiving b1 and b1� b2 can recover b2, sink t

Thus, every sink receives information with flow equal to the maximal 
 

The question remaining is which coding scheme allows reaching the maximal flow 
the authors propose a coding scheme called � -code that can be generalized in 

many different coding schemes. Based on this � -code, (9) proposes a linear 
proposes a random fashion of the same coding scheme called 

. This is this coding scheme that uses most of the VoD-P2P systems based on 
and that we develop in the next part. 

network with the network capacity (left) a uncoded transmission
transmission (right) of two bits. 
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Network Coding designed in (9), the information at each node is encoded 

by computing a linear combination of the incoming data. The decoding process at sink
based on the knowledge of the different linear transformations that have been applied to the 

This concept is well illustrated in the Figure 2. The left 
a network with its capacity. The goal is to transmit 2 bits, b1 and b2, 

. The max flow capacity is 2 for both t1 and t2, so 
principle, the flow of information reaching the two think can be 

can be propagated in the 
. We can observe that at node 3, b2 will wait b1 to be 

Through this pattern, the max flow capacity from the source s to 
the right shows the same network but this time 

. The information is coded at node 3 resulting in one bit b1� b2 
sink t2 receiving b2 and 

information with flow equal to the maximal 

allows reaching the maximal flow 
that can be generalized in 

linear Network Coding 
proposes a random fashion of the same coding scheme called Random Network 

P2P systems based on Network 
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