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Abstract:

To measure the impact of Network Coding on classical P2P systems, we have designed and added a
Network Coding module in an existing P2P-VoD system called PPlayer. As we worked in a micro
environment we got more focused on the influence of Network Coding on individual peer rather
than on the overall system throughput. However, the tests performed in our laboratory have
highlighted some advantages. With equal performances, less data are sent on the network and slow
peers can help to provide data. But Network Coding implies a heavy computing complexity which is
an obstacle in the deployment of Network Coding at a large scale. To deal with it we propose two
solutions: the generation of half decoded blocks and a buffering system allowing a peer to provide
more peer at the same time.
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1 INTRODUCTION

Over the past few years there has been a largenéxgavideo streaming on internet. In
2005 there was a strong belief among companiestitsamarket will expand exponentially in
the next few years and this is happening nowadayst of events, in particular sport events,
are broadcasting and then retransmitted on intefinet Olympic Game of 2008 in China and
the Football World Cup of 2010 in South Africa &an® examples of events widely watched
on the internet.

These media contents can be accessed through feleesewhich allows a client to
watch the video while he is downloading it. Thetegss offering this kind of services have to
deal with hundred thousands of potential clientsnt@lized server topologies have shown
their limits to support it as the server’s bandWwidtas quickly overwhelmed by clients.
Services as YouTube propose to users to share atdhwideos through a content
distribution network (CDN) which consists of a séservers exchanging information to deal
efficiently with clients’ requests, taking into aemt the client localization, servers load and
content replication. But this kind of system regsgiexpensive infrastructures and is not really
scalable.

Therefore, research changed to another directidnaoked toward peer-to-peer (p2p).
Peer-to-peer systems do not require special imfretsire and work well on the best-effort
Internet. Furthermore, the data are not only doaadal from a source server, but are also
shared between clients’ computers (called peersgthwhlleviate the server load and the
bandwidth usage. This is in this context that3tete Key Networking & Switching Lab of the
Beijing University of Posts and Telecommunicatibas developed a p2p-based Video-on-
Demand systemPPlayer This software based on an open source prdjecthas been
enhanced to permit an efficient collaboration benveifferent peers and the source server.
The different protocols and entities involved RPlayer are similar to existing systems as
PPlive (2) or GridCast (3). In order for the pempeer VoD system (P2P-VoD system) to
maintain the classical server-client streamingqrenmfinces, the video files have to be divided
into many segments that are then sent from clientgher clients. The management of these
up and down segments streams is called the segtieaduling.

This report is the result of an internship whicke place in the context of a project
called ‘Design and Evaluation of Streaming-Media Segmentain Scheduling Strategy in
a P2P-VoD System!’ The main goal of this project is to propose arprapch for
segmentation of streaming-media files at diffefgiirate and to design efficient scheduling
strategies for playback, storage, transmissionaaiveirtising of segments between peers. My
teacher Hongbo Wang orientated me towards a quéte approach of data sharing in
networks: Network Coding Network Codingbasic principle is optimizing the use of
bandwidth resources of a network by mixing streardath according to a specific code
scheme. This technique was first stated in 20GBerseminal paper by R. Ahlswede, N. Cai,
S.-Y. R. Li, and R. W. Yeung, "Network Informatiéhow” (4).

Under the highlight of articles dealing witRetwork Coding my mission was to
identify the different aspects and modificationgake into consideration in order to integrate



Network Codingn the existing systerRPlayer. | worked with three of the people that have
implementedPPlayer, to see in which way the system had to be modifieatder to integrate
Network Codingin an efficient fashion. Most of the modificatiorsse related to the
segmentation scheduling. This prototype allowetbumeasure the performancesNsgtwork
Coding in a micro environment. Indeed, under the integmshme constraint, we worked
without simulator and were unable to carry out meaments comparable with the results
obtained in a real-world application as UUSee Hidvertheless, this research work develops
some elements that have just been presented mcsurf articles oiNetwork Codingapplied

to P2P-VoD system. The test we carried out shows BPlayer can work wittNetwork
Codingwith much less data redundancy that in the origigatem without altering the users
viewing experience. Some ideas are also propostatkie Network Coding mainmveakness,
the encoding and decoding complexity.

To well understand the topic of this research deddifferent achievements, the paper
is organized as follow: in Section 0 we descritedhiginal systen®PPlayer, in Section O the
Network Codingconcept is introduced and a basic algorithm andoptimized one are
proposed to perform it, in Section 4 we explain hboe original systenPPlayeris modified
in order to integratdletwork Codingin section 5 we discuss about the different aspafcthe
system that could be improved.



2 THE ORIGINAL SYSTEM

PPlayeris derived from an open source project initiatgdlevin (1). This open source
implements the basic architecture of the P2P sysfergroup of students in BUPT have
enhanced the system by adding a more evolved ggseipcol between peers and some
functionality that were not in the original soulade.PPlayeris a program that allows users
to watch any movies proposed in a database. Theage displays the available movies that
can be watched by the user. After starting a mawie, user can operate VCR operations
which as a video cassette recorder includes forwandind, pause and stop operation. The
forward and rewind operations are not continuous G be described as a jump of the play
position from a point in the movie to another o&®me research has been interested in
integrated a continuous function in P2P-VoD systdms$ it is not our topic here. To
understand how the video-on-demand service is geavilet have a look to the system
architecture.

As many P2P file sharing or streaming systems@)PPlayerhas the following major
components: (a) a source server which is the aigmedia source, (b) a tracker to help the
peers to connect each other in function of theilitglio share data, (c) a web portal which
allows the clients to check out the available manethe source server, and (d) a log server
which retrieves logged events from the differergrpao perform data measurements. All this
components and their interactions are illustrateBligure 1.

When a peer connects to the system, it first reggsbn the tracker. Once the peer has
started to watch a movie, it regularly reportspitsition to the tracker. Thus, when another
peer will start the same movie, the tracker wilhgsdim a list of randomly picked up peers
watching this movie. The peer will then exchangadéth the peers of the list to check their
aptitude to provide segments. Then, while downlogdiegments, the peer advertises the
segments it already owns by gossiping a buffer neagphe peers it knows (that we call
neighbors) which will forward the message to therpehey know themselves.

When a peer has identified the peers to whichnd sesegment request, the scheduling
algorithm works as follow:

- It checks if the number of peers likely to provithe segment has reached an arbitrary
number. This number is 3 for non urgent segment&afo urgent segments and the
request cannot be sent to more peers than thisaagbnumber.

- Then it sends the request to the 3 or 5 peerkidfifumber cannot be reach, it sends an
additional request to the source server.

- Once the segment is received from a peer, it searf@BNCEL SEGMENT message to
the other peers.
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Figure 1 : PPlayerarchitecture. The dotted links shows the possibta exchanges between entities. The links between
peers are of two types : the media data transfeigréen) and the gossip messages (in purple).

This algorithm has one evident weakness. To endw@wesegment delivery with high
probability, the request is sent to more than omerpAfter downloading the requested
segment, the CANCEL SEGMENT messages sent arensated to reach peers before they
have already sent the segment. In the worst casey peer has already sent a segment that is
not useful any more, wasting network and peer messu A solution is to send only one
request to one peer and cancel it after a certaibuat of time has passed before asking to
another peer. This implies a meticulous managermitiine to synchronize peers which is a
real challenge in a distributed streaming applazatilTo avoid such kind of implementation,
we looked forwardNetwork Codingvhich is described in Section O.



3 NETWORK CODING

PPlayer scheduler has shown incapacity to make peersygeheonized together. A
new concept introduced in 2000 in (4) has revohizied the way of considering network
information flow. Information flow is not seen as ardered sequence of messages any more
but as a whole packet of information pushed inte tietwork which shape can be
decomposed and recomposed in order to reach thmetapacity. This new breakthrough
in network theory has found applications in mubicaystems which aim to achieve the
maximal flow capacity of a network between a sowand one or several sinks. It has also
found application in P2P systems with a randommogdiashion where each peer is able from
one segment and random coefficients to generatéramsimit encoded blocks of information.

In 2005, a team from Microsoft Research proposedrgtementation of a P2P large
file content distribution system called AvalanchattusesNetwork Coding5). In 2006, Lava
(6) was the first experimental testbed for P2P &treaming content usingetwork Coding
In 2008, UUSee Inc. carried out the first large-sadployment of randomNetwork Coding
adapted to a P2P-VoD system, collecting 200 Gigabyttaces throughout the 17-day
Summer Olympic Games in August 2008. The analyksdsese traces are presented in (7).

The randomization introduced by the coding proesses the scheduling of blocks
propagation as every block may contains innovati¥@mation with high probability. Thus

each coded block generated from a segment and mardefficients is valuable whatever
from which peer it is received. This is particlyaimportant in large unstructured overlay
networks, where the peers need to make bdotleduling decisions based on local
information only. Thus, the peers can achieve &pesynchronization independently of time

constraints.

In a first time we present thidetwork Codingheory. Then, we observe the advantages
and challenges raised by Network Coding. At lagtpresent our implementation of Network
Coding through two algorithms, a basic one and rdmaeced one that runs faster. The two
algorithms are tested and results are discussed.

3.1 The Network Coding theory

3.1.1 The original concept

In (4), R. Ahlswede, N. Cai, S.-Y. R. Li, and R. Weung showed that it was possible
to maximize the flow of information from one sourteseveral sinks in an network. This
maximum is characterized by the minimum of the vidlial max-flows between the source
and each sink. This minimum is called the maxin@alifcapacity of the network. Note that
the maximal flow between the source and a sinkbsadescribed by the Max-Flow Min-Cut
theorem explained in (8).

To achieve the maximal flow capacity of the netwoeken if it seems counter-
intuitive, the information flow not has to be sesna stream of sequential messages that can
be routed and replicated at nodes. It has to be a®eaw information that we can mix (code)
at different nodes and spread into the networkhto gink which reorders the information



(decode}o get the original messe. This concept is well illustrated in ttFigure 2. The left
part of Figure 2 showa network with its capacity. The goal is to transgbits, l; and b,

from the source s to the two sinl; and . The max flow capacity is 2 for bot; and §, so
based on théletwork Codingprinciple, the flow of information reaching the twlunk can be
maximize to two.The graph in the middle shows how the can be propagated in t
network without usindNetwork Codin. We can observe that at node ,will wait b; to be
sent before to be sent itselihrough this pattern, the max flow capacity frora #ource s t
the sink { is not fully used The graph orthe right shows the same network but this t
using Network Coding The information is coded at node 3 resulting me dit 1Pb,

forwarded to node 4. Sink teceivingb; and @b, can recover ) sink 1, receiving b and
b;@b, can recover p Thus, evry sink receivesnformation with flow equal to the maxim
flow capacity of the network.

The question remaining is which coding scheallows reaching the maximal flo
capacity. In (4the authors propo a coding scheme calledcodethat can be generalized
many different coding schemes. Based on a-code (9) proposes &near Network Coding
and (10)proposes a random fashion of the same coding scloafiexl Random Network
Coding This is this coding scheme that uses most oVthe-P2P systems based Network
Codingand that we develop in the next |.

Figure 2 : a once-source two-sinketwork with the network capacity (left) a unaeditransmissic (middle) and a coded
transmission (right) of two bits.

3.1.2 Random Linear Network Coding

In the Linear Network Codin designed in (9)the information at each node is enco
by computing a linear combination ofe incoming data. The decoding process ats is
based on the knowledge of the different lineardfamations that have been applied to
original message.



In Random LinearNetwork Codin applied to a video streanmeach segment;S
represents a messath@at need to be coded. For that, it is divided mtolocks [I;,b,,..., k]
where bhas a fix number of bytek called the block size.

When a peeis set to provide a segment to one of its childiefirst randomly choose
a set of n coding coefficier C, = [Ci1, Go, ..., Gy in the Galois Field GF®). Then it
multiplies [C, C,, ..., G| by [b1,ba,..., by " which produces one coded blog;.

n
x; = Z Cik " by
k=1

The block and the coefficients used to produceeatsent to the downstregpeer. The
operation is repeated with a new set of coding faoefts for each new produced blot
When the receiving peer receivn coded blocks produced by linearly independer
coefficient setst can decoded the blocks by resolving the equeC - b = x with C the
matrix which rows arehe coefficient setof each coded blocky = [by,by,..., b]" andx =
[X1,%2,....%:]". Thesen blocks are calleinnovativeastheir coefficient sets being indepenc
they bring new information about the segm¢To re®lve this equation, the receiving pe
has to comput€™ to getb = C~1-x. It is obviousthat without n innovative blocks tl

matrix cannot be inversed,not being full ran. This equation is illustrat¢ in Figure 3.

Notethat the inversion in a finite field as Galois Eiéb possible thanks to its particu
arithmetic which providet a ring structure. The cardinal of GF) is 256 which is equal 1
the number of values that can hold one ktTherefore, the differentperations are applied «
bytes.Each coefficient is coded on one byte and the plidétion of a block by a coefficiel
is processed by multiplying each byte of the blbgkhe coefficien For more information o
Galois Field the reader is referrec(11) and (12).

C,=[cqq) C12 Ci3 N b, Xq
- b X
Cy=[Ch1 €y, Co3 | 2 2
G
[ | o
C b, X

n

Figure 3 : Equation to resolve to decode the segment.

3.2 The advantages and challenges raised by Network Coding
Which consequences should héNetwork Codingon a system likePPlayer? In this
part the advantages and challer identified in (7) and (13pare describe. They will be



observed through tests presented in this sectidnraSection 4. Some solutions are proposed
to deal with the identified challenges in Section 5

3.2.1 The Advantages

Rateless code and resource use optimizafitre code rate of a coding scheme is the
fraction between the number of symbols in an oaljmessage and the number of symbols
needed to encode the messagaNétwork Codingasn blocks are sufficient to recover the
original segment with high probability, this codisgheme is called rateless. This propriety
implies that the peers’ upload and download bantthwsthould be saved. Indeed an arbitrary
number of different peers can be used to serveséinge segment to a receiving peer. The
receiving peer needs to receive onlinnovative blocks to decode the whole segment. Whe
thesen blocks are received, the peer sends a messags parents to ask them to stop
sending blocks. Furthermore, a peer can send nesarlicombinations of blocks before
receiving the whole segment. The coefficients bemgdomly chosen a received block is
innovative with high probability. It results thaiffdrent peers can collaborate to provide one
segment to a common child. Thus, we get a perfatd dynchronization much safer and
easier to implement than time synchronization. reaticonsequence of this first advantage is
that even a peer with a low upload bandwidth carnigygate in providing the segment
without harming the whole system throughput. WithosingNetwork Codinga slow peer
could be asked to provide a segment but this segmenld be worthlessly sent as the
demanding peer would have already got it from tefgseer.

Near-optimal codeNetwork Codingcan transform a message in practically an infinite
encoded form. It means that a peer can generatkdlal infinitum untih innovative blocks
are received by its child. This propriety impliége use of UDP flows as we are not concerned
by the lost of one block on the network. UDP itedtsss and can be much faster than TCP on
an unreliable channel. Indeed, for every droppetkgtaTCP will use a congestion control
called AIMD (additive increase multiplicative dease) which is an algorithm designed 30
years ago and prevents TCP to realize the optinmatughput (14), (15). Besides, the process
to recover dropped packets implies delays. In thplementation of UUSee, it has been
decided to use UDP packets not bigger than 1KBetonfi even the slowest peers to provide
one block. From our point of view it can be usetuavoid a lot of fragmentation due to MTU
in particular on a network as Internet. Indeedyné fragment is lost, the whole UDP packet
becomes useless.

3.2.2 The Challenges

Encoding and decoding CPU overheddhe encoding and decoding process implied by
random linear coding consume a lot of CPU resourthe complexity of these operations
depends on the size of the maifixo inverse and the size of the blocks. Every lartiealing
with Network Codingn P2P share content systems talks about the algoathm to inverse
the matrix but the implementation of this algorittand the condition under which it is
compiled can differ. In part 3.3 we propose our omplementation and compare the coding
and decoding speed obtained with the results addaimthe articles on the same subject.

Block overheadEach block sent contains a header composed ofdb&icients and
other metadata. Each coefficient is coded on 1 .Bie number of coefficients is equal to
the number of blocks in one segment. The largédnasnumber of blocks in one segment the



larger is the number of coefficients i block overheadTo avoid this overhead the seed u
to randomlygenerate the coefficients can be sent rather thah eoefficien However, if a
peer encodes a block froencoded blocs it will have to send two see, the one used to
encode the original segmeantd the one used to-encode from the codedceived block.

Network Overhead/Nhen a peer has received enough blocks to decedsetiment,
informs its parents that it does noted blocks anymore by sending a CANC SEGMENT
message. A delay is needed themessage to reach the parents angettreate. During this
delay, additional redundarlocks are sent on the netwofiis phenomenon is call¢
breaking redundancy in (7)As the number of blocks in a segment becc smaller, the
overhead of such redundancy becs more significantlt comes from the fact that for
smaller number of serilocks, the delay is not chard (only depending on the netwo
conditions and the engser computers’ reactivity) which means the number of redunda
block is the sameSo we may prefer a larger number of blocks. Buteriwocls means more
set of coefficierd and more complexity to inverse imatrix C. This tradedf has to be taken
into account.

3.3 Network coding implementation
The algorithm used tresolveC - b = x is the Jordarisauss Eliminatio (16). This

algorithm allows performinghe resolving procesbefore getting all the segms. Thus, the
matrix can be inversedhile the UDP packs are received.

3.3.1 The original implementation

3.3.1.1 The Jordan-Gauss Elimination algorithm

When a coefficient row is received, we operatedimeombinatios between the new
coefficient row and the rowalready received in order to obtdime reduced row-echelon
form (RREF), in which each row contains only zeros until thistfnor-zero element whic
has to bel, the elements above and below this 10. Thetransformatio 7 operated to get
the RREF matrix are alsgppliedto the block vectox. Whenn independent coefficient rov

have been received tRRREF matrixhas the identity matrix forrand the block are decoded
(Figure 4).

/1 00 0 9\ //1 0 0 0 0\
010 2 7 Transformation 77~ 0100 0
001 43 I:\> 001 00
00 00O 00010

\\\0 0 0 0 g/’ \\0 000 1/

A N
X] b,
X Transformation 7~ b,
% > .

NULL
NULL

. -~ Vi

Figure 4 : On the left the RRERatrix and the partially doded blocks after receiving 3 codaldcks. On the right, th
identity matrix and the decoded blo after the transformatiotr”



The algorithm to get the RREF matrix is illustratedhe Figure 5 to 8. It is dividiin 3
steps:

- Step l:reduce the leading coefficients t.
- Step 2:divide the row by the leading coefficit.
- Step 3:reduce the cfficient matrix to the RREF matr

In our example, tastart, we have a matrix filled wittwo coefficient rovs already
reduced,a new coefficient ro' waiting to be inserted in the matria new block, and tF
already received blocksFigure 5). In step 1, the different linear combinations witie
existing rows permit to insert the necoefficientrow in the right empty row in the mat
(Figure 6) In step 2, the row is divided by its first 1-zero value in order to get 1 in t
diagonal (Figure 7)In step 3the rows above the new one are reduced to insateattthe
elements abovthe 1 in the diagon are equal to O (Figure 8).

/ L)

RREF matrix New coefficient row Blocks already
and new block x received

Figure 5 : Initial state.

R=R-3-Rl= 0 5-4-I8 -19... X=x-3 %,
R=R-5-R2= [00-19 23 24 . X=X-5"x,
Operations on coefficients Operations on blocks

Figure 6 : Step 1.

R=R/-19= (00 1 xy.. =% /19

Operations on coefficients Operations on blocks

Figure 7 : Step 2.



R1
R2

R1=R1-2xR
R2=R2-3xR

1 TX-2°X

X, =Xy-3 X

Operations on blocks

Figure 8 : Step 3.

R1 100ab...\

R2 01 0 ¢c d e..
R 0 01 x y..

One particular case is when after step 1 the neafficeent row does not fit the emp
row just béow the already inserted coefficient rows becatsealue at the diagonal is eq!
to 0. In this case, the new row is inserted atridjiat line below step 2 is performe and step
3 will be performed onlyvhen all the empty ros above the newly inserted row will be fille
Thus we do not uselessly perform stiwhich save timeThis case is illustrated IFigure 9.

R1
R2
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R4
RS
R6

i

0
0
0
0

0

—_—

0
0
0
0
0
0

o O o ©
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b
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0...
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0

e )

...

0 ...
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Figure 9 : the step 3 will be applied to R4 when R3 will béefil and will be applied to R6 when R3 and R5 wilffiied.

3.3.1.2 Algorithm complexity

The operations in GF®) are multiplications and additiofrstensively used in dferent
loops.The addition is simply a XOR operation. The multation is much more complicat:
and need to be optimizedrhe multiplication can be operatethster with 256-entries
exponential and logarithmic tab in GF(Z). As an examplethe multiplcation betweera

and b is equivalent to computing exp(lca) + log@)). This implementatio needs one
addition and three memonrgad: for each multiplication (6).

The complexity of our algorithm is measured by thanber of mltiplications and
divisions performed to obtaihe identity matrix. The case pointed abeta&ting the gaps can
possibly appeain the coefficient rows is ignor because rarely occl. For each linear
combination we have multiplication. A new coefficent row insertion at row numbl in the

matrix will run step 1 il X n multiplications. Step 2 is run mdivisions. Step 3 is run in
I xn multiplications. To get

the

identity matrixn x n(n+ 1) + n? = n3 + 2n?



multiplications are performed. Forkabytes long blocka is replaced byk. To fully decode
the segmentk x n(n+ 1) + k? = kn? + kn + k* multiplications are performed. In
Section 5we will see how the complexity can be decreased. &iftoding complexity ikn?.
The encoding process should be slightly faster thardecoding process.

3.3.1.3 Measurements

We have implemented the algorithm in C++ using typen libraries on internet. One
provides an efficient random generator. It mixed random generator algorithrivkother-of-
All and Mersenne Twisteito get the more uniform random function. Furthemmaothe
generation process is accelerated by using the S8&H instruction which permit to applied
operation on 16 bytes data in one instruction (Ihe other library performs operation in
GF(2) using exponential and logarithmic tables (18).

We have measured the encoding and decoding spemd afgorithm with segments of
different size, each composed of 1KB blocks. Themiter is Microsoft Visual C++ Toolkit
2003 and the optionmaximize speed-O2) is activated. The compiler automatic SSE2
optimizations are allowed. The tests are realize@rm Intel Core 2.10 GHz and we get mean
results out of 100 segments for each size. Thdtseate shown in Figure 10. First, we can
observe that the encoding speed is slightly fakin the decoding speed as predicted by our
assessment of the algorithm complexity. The degpdpeed should decrease faster than the
encoding speed as the number of blocks increagesibunot obvious on our graph. Secondly,
the speed decreases quickly with the number okblowreasing linearly. It is implies by the
complexity inn3.

Encoding and decoding measures without particudeelaration have been carried out
in (19). Using a 1.83 GHz Intel Core Duo procesbkerspeed achieved for 256 blocks of 1KB
is respectively 36KB/s and 26.9KB/s for encodingd attecoding speed. We measured
respectively 173.4KB/s and 148.3KB/s. This gap leetwthe values is first due to the
processor characteristics (speed, caches, ...). Pkedsdifference also depends on the
memory management and the number of loops. Indedde current implementation we have
limited the number of dynamic variable declaratioasd eliminated the most intermediate
variables. The reader can refer to the appendixo/get the C++ source implementation.

We also observe that by multiplying the size of bi@cks and dividing the number of
blocks by the same factor we can encode the sarnardrof data much faster. This is due to
the fact that the operations operated on blocksptexity increases ik? and the coefficient
row operations complexity decreasenth For 500 blocks of 1KB the encoding and decoding
speeds are respectively 82.9KB/s and 66.5KB/s valsefer 250 blocks of 2KB they are
respectively 162.3KB/s and 158.6KB/s.

The highest movie rate thBPlayer source server stores is 171KBXNetwork Coding
cannot sustain such a rate for segment larger2B8KB. Moreover, during these measures a
minimum of applications were open on the compufteNetwork Codingwere integrated in
PPlayer, it would share the CPU resources with other thge@he measures show us that we
can only deal with segments smaller than about B50Ks obvious that we cannot afford the
rate as such small segments would imply substamt@thead as explained in Section 3.2.2.
To integrateNetwork Codingto PPlayer we need a faster implementation. This can be



provided by a SIMD (Simple Instruction Multiple Ratimplementation that allows operati
on range of 16 bytes in ennstruction time. This implementation is desaiiib@the next pai
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Figure 10 :the basic implementation encoding and decodingma@sured on a Intel Core 2.10 GHz. Blocks are 1KB
except for one test where blocks areB long.

3.3.2 The optimized implementation

3.3.2.1 Implementation

The optimized implementation ¢loys hardware acceleration using a set
instructions called SIMD implemented on all modpracesscs. These SIMD instruction ¢
allows a single operation to be perford on multiple data in a parallel fashi Intel x86’s
implementation of SIMD is called SSE (Streaming BMExtension) which has matured
SSE2introduced in the Pentium 4 farr in 2001 and on AMD processor since 2. To our
knowledge, the first attemyp implemeniNetwork Codingusing SIMD is related i(19). Yet,
the way to use SIMD instructions set is not desctibnd we had to refer (20) and (21) to
achieve the implementation.

byte gf256::lcopgfmultiply(byte x, byte y)
{

byte result = 0;

bool overflowing;

while (x != 0] {
if ((x & 1) !=0)
rasult = result ° y;
overflowing = y & 0x80;
y =y << 1;
// irreducible peoly: x"8+x"4+x"3+x72+1
if (overflowing == true)
y = vy - 0Oxld;
X =x > 1;

}

return result;

}

Figure 11 :basic implementation of the multiplication in G® between two byt

To take advantage of SIMD instructis we have to give up the exponential :
logarithmic tablesand go back to a basic implementation of the mliddgon in GF(®)
described in (19) (Figure L1The basic implementation is composed of a loop wihias tc
be modified to work with 16 bytes long data. To lempent it we use functions in the libre



emmintrin.h of msdn which embedsinline functions written in assembly language
operatng on data of type __m128i which repress 16 bytes array in the compur

As this paper is not a programming manual we «etail how we implimented the
instruction: if((x&1) !'= 0) result = result * y. The whole implementation is available in
appendix 7.2The trick to apply condition on _ m128i data isuse a mask in order
operateonly on particular byteof the array.The functions we usare listed belo' (a = [al a2
a3 a4... al6] and b = [b1 b2 b3 b4... b16] are twoyitédarray):

- _mm_and_128(a, b)return the array = [al&bl, a2&b2... al6&b16]

- _mm_cmpeqg_epi8(a, Lk return the array r = [a=b; 71.0, &==b, ?71.0,
a16==bys ?1:0] with 1 the byte with all bits set to 1 aiO the byte with all bits set to

- _mm_xor_sil28(a,b) return the array r=[al ~|, a2 * b2,... al6 * b16] (where " i
the XOR operation).

The vectors used to compute the mask

- _m128ix =1001 0001 1010 0010 0100 100001010011 ... x1
- _m128i un =0000 0001 0000 0001 0000 0001 OmmD1 ... x1¢

We havemask = _mm_cmpeq_epi8(_mm_and_sil28(un, x),
Once we have obtained a maan AND operation with the mask permitsselect the bys
we want to operate ohet take a an example the instructioasult = result ~ :

If (x&1)!=0 we will computeresult = result * y. if we have(x&1) == 0 result should be
unchanged. For that, we firc compute maskedY = _mm_and_sil28(mask,
then we computeesult = _mm_xor_si128(result, maskedY

These operations are clearly summarizeTable 1.

Instructions 16 bytes array variables
~ml28iy 10110101 00100110 1100 1000 10100011 ... x16
_ml28iresult 00100001 00001010 0001 0011 0000 1100 ... x16
mask 11111111 0000 0000 00000000 11111111 ...x16
maskedY =y & mask 10110101 0000 0000 0000 0000 10100011 ... x16
result = result » maskedY | 10010100 0000 1010 00010011 10101111 ...x16

Table 1 :instruction result = result * y implemed through a mask.

3.3.2.2 Measurements

The measurementsave beerperformed in the same condition that the -optimized
implementation. As weperat on 16 bytes array the algorithm only wedn segment which
size is a multiple of 16. We get a considerablesd improvement as showFigure 12. For
each segment size, the speed is imgd by a factor 10 (1000%) he step 2(division by
pivot) has not been optimized because we don’t feay practicalimplementation ofthe
division in GF(2). Further research may found oue right algorithm allowing implementir
SIMD optimization for the divisic.
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Figure 12 :the SIMD optimized implementation encoding and ding rate measured on a Intel Core 2.10 compared
to the basic implementation sp. Blocks are 1KB long.

Figure 13shows the rests obtained in (6) and (18pmpared to our own rest. In (19)
the SMID implementation is enhance by a multithed encoding and decoding proceln
PPlayer, peers encode and dec segmentsat the same time. It involves already t
different threadsMost of the cliers’ computers integrating at most 2 CPU es, using
multithreadedencoding and decoding proceswould only add multithread overhe which
instead of improving speed would make lower theodimg and decoding proces.
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Figure 13:the SIMD optimized implementation ening and decoding rate measured on a Intel Core @H1 compared to
the result achieved by Lava (SEE2Dual core Pentium 4 Xeon 3.6 G) and the algorithm implemented(19) (SEE2 +
parallization orDual P4 Xeon 3,6Ghz). Blocks are 1KB long.



4 INTEGRATION OF NETWORK CODING IN PPLAYER

We have in the previous part validated duetwork Codingimplementation. The
different measurement results that we have obtaanedhdicators that will help us to design a
robust P2P-VoD system basedMetwork CodingTo achieve this integration we planned the
research as follows: first identify the dilemmas kave to deal with. Then, propose a first
implementation and perform some measurements. Uth#etight of these measurements
propose a second implementation.

4.1 Design dilemmas

How many children can provide a pee®nce the CPU load induced by encoding
process is heavy and time consuming how a peerdeahwith different children. Indeed,
PPlayer allowed a peer to have a maximum of five childrénwe consider theNetwork
Codingencoding speed it appears obvious that a peeotdeal with more than two or three
children by its own. A child supplied by slow pai®mwill need more parents to get the
segment on time. The parents’ efficiency is highpirical and mainly depends on the
environment the peers evolve in. YRlayerprovides safeguard mechanisms to assure that a
peer will get a segment on time, in the last casgiesting it from the server. So it could be
interesting to tune the maximum number of parent$ @bserve the effects on the system
throughput by recording the server load.

The experiment has not been carried out as thedt@drg environment is very small.
Yet, we suppose that the more children a peer camide the better will be the system
throughput. The bottleneck in providing a peehis éncoding speed. If different children ask
for different segments at the same time the sam#euof encoding process will be triggered
on the same peer. In part 5.2 we propose a soldkiah could improves the number of
children supplied by one peer but it is not an alisonecessity to make the system work.
Because of time constraint and coding complexityag not been implemented. However, we
will explain which considerations have lead to tuadution.

From how many peers a segment should be requested®See (7) peers download
one segment from 10 to 30 parents. In PPLive (&rpelownload segment from 8 to 20
neighbors. These values are highly empirical asa@gngd by the authors of the two articles.
We first do not change the maximal nhumber of pafiemh which a peer can request segment
in PPlayer (3 parents). One research direction could be tigdea system which can
determine the optimal number of neighbors aftetbjorg an environment. Unfortunately,
because of time constraints we did not have the torexplore this problem.

How to deal with block dependencyfis question has been partially answered in the
first design dilemma. However, let consider a mmasic implementation where only decoded
segments are stored on the peer memory and encpdaugss is triggered each time a
segment is requested. Should the block linear ied@gnce be check for each block sent? The
answer to this question is negative as the protesseck it is more time consuming than
sending not more than 1 or 2 blocks more thannthitial block. The question becomes
relevant when it is related to the server. Indeke,server has to deal with many clients and
cannot afford with encoding complexity. If we wahé server to collaborate with the peers to




provide block we have to provide him with blocksealdy ready to be sent. If the server
provides decoded blocks (decoded blocks are asluseencoding blocks and does not imply
decoding process) that it sends using TCP conmedti@ peers only connected to the server
are ensured to get the right blocks. Then the selwes not need to send more tmaolocks
which would load the server with computing procé&ast the size of each block being small,
the CPU overhead use to send a TCP packet couletyeheavy for the server. Measures
need to be performs. This problem does not seetmate been pointed out in the articles
related toNetwork Codingin P2P-VoD systems (7),(13),(6). Unfortunately, wiel not
implement Network Codingon the server because of time constraints. Howewer
performed tests showing that using unencoded blaatksencoded blocks does not increase
the number of non-innovative blocks.

Segment sizeThe more suitable size is not easy to determinBiés is a trade-off
between decoding speed and overhead implied bgelag to receive the CANCEL message
after a peer has received enough blocks. UUSeenpespto divide segments in 300 to 500
segments in function of the movie rate. This numbkeempirical and aims to reduce the
breaking redundancy. We choose 320 blocks for wsir tests. With test carried out in the
same situation as previously we get a decodingdspie.05MB/s.

How many segments can be requested at the samé timePlayer, a request buffer
store all the segment requests that have to be Bhbist buffer is divided into two areas, the
urgent areaand thenormal area If the requested segment position in the movieery close
to the media player position in the movie, the esgwill be considered as urgent and put in
theurgent area If the distance between the media player pos#ioa the requested segment
is large enough, the request will be consideredaamal. Every 2 seconds, all the segment
requests in the urgent area and some of them indhmal area are sent.Nietwork Codings
implemented in this system, it means that blocksfdifferent segments can be received at
the same time triggering different decoding process

The question is how many decoding processes candiained by a decoder. Figure 14
shows the approximate encoding and decoding spfesd lotel duo core 2 Ghz using 25% of
the processor (embedded two cores). It is appraeimesult we got by dividing by 4 the
results obtained in 3.3.2.2. We consider that therteead produced by the CPU to deal with
different threads has minor incident on the enapdind decoding speed. This assumption
need to be verified by implementitNgtwork Codingn PPlayer. Under these conditions, we
can decode 320 blocks of 1KB.74 s of a 700kbps movie and 1.87 s of a 1400kipge)in
1240 ms. A computer downloading the data at a spe&@A0kB/s will get one segment in 3.2
s. The time overhead needed to decode the blatikficult to assess as the decoding process
and the receiving process are simultaneous. Buduie, the time will be inferior to 3.2 + 1.24
= 4.44 s which is already much more than 3.74.dfde not want to push the computer to its
limits we can hardly deal with more than one or segments at the same time.

The different dilemmas we have highlighted will heis to analyze the results we will
get in our implementation Metwork CodingIndeed, the assumptions we make are based on
parameters that we do not control (CPU speed, tmgad management) and the real
behavior of the system is hardly predictable.
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Figure 14 : encoding and decoding speed using 25% of the CPU.

4.2 Firstimplementation

4.2.1 Design

PPlayeris written under the object paradigm which prov a modular implementatiol
Therefore,Network Codingcan be integrated as a new module with an adaptedace tc
communicate with the already implemented modiThe two modules with whic Network
Coding module interact are two objec: CP2PRequestMager and CP2PNetwor
CP2PRequestManager is responsible for the segregaess that it seds to CP2PNetwork.
It can be consider as the segments sche. CP2PNetwork can be considered as a low |
module in charge of sendirige reque:s on the network and receivitige segmen sent by
the parent peerd.he received segments are then sent to CP2PRecaesger which wil
delete the requessmd provid the segments to the media player (FigLla€a)).

CP2PRequestManager
Segment
requests H U Segments
CPaPRequestManager CP2PNetworkCodingM
gr
Segment
requests ﬂ H Segments ﬂ U Blocks
CP2PNetwork CP2PNetwork
(@ (b)

Figure 15 : PPlayerscheduler modules (a) and integratioiNetwork Codingnodule inPPlayer(b).



The Network Codingmodule isan object called CP2PNetworkCodingl. It is
integrated between CP2PRequestManager and CP2PiK (Figure 15b)). Blocks are UDP
packets composed of (#)e encoded datib) the channel ID (irPPlayel each movie is
considered as a channel to which the | connect), (cthe segment ID ar (d) the random
generator seedach block is 960B long, arthe UDP packet is 1KB long (with the pac!
header included)One segment is composed of 320 blocks which I1s in 300KB long
segments.

In our first implementationa thread running in CP2PNetwoikin charge ¢ sending
new blockso CP2PNetworkCodinglvr. CP2PNetworkCodingMgr checks if it belongs to
right channel If the peer hasonnected to a neshannel and blocks from the former char
are still received they are discarded. If the bsobklong to the right channel they are put
list. CP2PNé&vorkCodingMgr hold a thread pool. This pool contathreads that are alrea
initialized and will be triggeed faster than not initialized threads main thread regularl
checks if there are neltocks in the list and called a thread in the goalea with it. All the
blocks sharinghte same segment are treated in an object callddcode un characterized
by its segment ID. The threadlled from the pool will determine whiaecoce unit to use to
treat the blockn function of its segment |. After treating the block the thread check if
decode unit has finished decoding the whole segnmerthat case, the segment is sen
CP2PRequestManagdtigure 16 summarized these different steps and the cs involved
in the decoding process.

| BlockSegment 1D :1 I_l

CP>PNetworkCodingMgr

Thread Pool

[ Thread 1 ] [ Thread 2 ][ Thread 3 ]

Decode Decode Decode
Unit Unit Unit

seglD: o seglD:1  seglD:2

Figure 16 : decoding process in CP2PNetworkCodingMgr.

4.2.2 Testresults

To test the performance of our implementation wst frun two peers. Peer A fir
connects to the system. Being the only one it regusegrents from the source server. Af
a few time, peer B connects to the system and asks&nd blocks to hinThe objects of our
interest are CP2PNetworkCodingMgr and CP2PNetwditkese two objects write |Ic
information in a file each time they perform action. We assess ttNetwork Coding
implementation through the study of this log f



The performance®f the first implementation are not vi conclusive Our most
important concern is the receiving block speedeén, peer Aencoding uns produces 294
blocks/s. The thread in charge of sending bicthrough UDP packets tres 70 blocks/s.
P2PNetwork on peer B receives the blocks at a spéwonly 10 blocks/ (Figure 17). A
deeper analyzef our implementation reveals someaknessethat could be at the origin
such a gap between the senispeed and the receiving speed. We do the testroacetime
but this time each block is assigned a block IDughwe can detect if the blocks are |
between peer A and peer B o they are just treated slowly by peer Bie log on peer B
shows that some blocks are missing ¢

Peer Peer
B A

| Receive udp : 10 blocks/s sendUdp : 70 blocks/s |

UDP : channellD, segmentlD, seed,

szBuffer CP2PNetwork o

CP2PNetwork

Push block to P2PNetwork :
294 blocks/s

CP2PNetworkCodingMgr CP2PNetworkCodingMgr —f

Figure 17 :block flow at different key poiis of a block transfer between peer A and pe:

By using the sniffer Wireshark vprobe the network to see where the sent packets
disappeared between peer A and peer B. There grepossibilities:1) The packets ha\
been pushetb the socket by CP2PNetwork but have not reallgdrg on the network 2) P:
of the packets haveekn dropedby the switch installed between peer A and pee) BH
packets have reached peer B but has not beendrbgt®&. Wireshark reveals that all t
packets sent by peer A have reached peer B netintaikace cardHence, his is the third
possibilitywhich is validated. It seems ttsomeof the blocks arriving at the socket on p
B are dropped. To each socket is assigned a bwtierh will discard UDP packetif this
buffer is full i.e. if the sending speed and the sy at which the packets areeated are
different. Thesocket buffer size automaticallyset to 8KB when it is created. We chal
this value to 1MBIt result that most of the packet sent by A aratté in peer B. But, ¢
expected, it has no influence on the receiving @

We think that these low speed results may be implied bfieavy multithrea
managementrurthermore, some threads need to run fasterdtier and hence should he
an easier access to the CPU resol. We decide to design a more simple system whith
include a CPU resourgeanagement adapted to each prc needs.



4.3 Second implementation

4.3.1 Design

In the first implementation, only one thread s with the TCP anthe UDP packets. |
this configuration peer A cannot receive a segnfremh the serve (TCP connetion) and at
the same time senblock to peer B. Indeed, it will have to wait fagceiving the whol
segment (300KBpefore to send one block (960 Therefore, oneew thread is created
receive blocks. The threaahich generates encoded block senatitthe same time with
synchronous call to theDP socket in CP2PNetwork.hus, the number (generated blocks
and the number of sent bloake the same.

The thread pool was considered as a good idedfasedt threads are already ready
deal with nev blocks. But it appears that the management di sugool is very hevy for an
application that needs to be fast on standard ctenp8uch a thread pool may have be
results on powerful server dealing with severat¢rdk. Furthermore, CP2PRequesthager
asksfor at most two segments every two seconds, theusuiltithread to decode segmen
not really justified Hence, we decide to abandon the thread pool arslibbstitute it bya
single thread whicleach roun check for a new block in the blockst andtreat it in the right
decode unit.

To permit thread to use more resources than othverg§orce some of them to sleep a
each round. The encode unit sleep 1ms after sewdi@dplocl. The thread which receives t
blocks through the UDBocketdoes not sleep as long as blocks are in the sbcktsr. The
thread treating each received block in a decodesleep 4ms aftedecoding one bloc In
Figure 18, hese three threads are calEncodeUnit UdpReceiverMgandMainProcThread
Each thread can be assigned a priority value rgnffiom O to 31. The CPU time slic
assigned to the thread will be more important & griority is higher. The priority defat
value is 0. We sd¥lainProcThrea priority to 15 which allowst to operate more operatio
than the other threadghen it is runnin.

Peer Peer
A B

P2PNetworkCodingMgr I
1ms
EncodeUnit DecodeUnit |
Decode
Block Unit
discarded exists ?
4ms
—| MainProcThread |
blockx
Decode
blocky Unit OnRecvBlock |
blockz Put in blocks SO
list
|
| PZPNetWOI'k Block discarded
—_— v
UdpsendengI. __________________________________________________________ > UdpReceivengr
oms

N,

Figure 18 :new implementation design. The fillarrows indicate synchronous calls. The times irindicate the sleepin
time after a thread has performed one round.



When CP2PRequestManager regs a segment, it asks CP2PNetworkCodingMg
create a new decode unit. When CP2PRequestManagerebeived the segment, it a
CP2PNetworkCodingMgr tdestroy i. The blocks corresponding to the same segment Il
discarded from the block lisAt each ste the blocks thatorrespond to a decode unit that
been destroyedre immediately discard (diamond-shaped condition Figure18).

4.3.2 Testresults
The results obtainedith the seond implementation are more conclusiHowever the
block flow from peer A to peer B is not uniform awe will try to comment these variatio

The threadEncodeUni generates and sends blocks at a speed of 384 Hic
UdpReceiverMgreceivesblocks at a speed of 340 blocks/s and puts the block list at ¢
speed of 336 blocks/s. This difference is due &ltlocks that have been received while
decode unit was already destroyed (brake redunglanogeed whenUdpReceiverMgr
receives a block it cheskf the decode unit is still existing (which mediat the segment h.
not been entirelyeceived ye). If it does not exist the block is discardetich incurs speed
lossbetween the received blocks and the blocks acceptdte block lis. MainProcThread
picks up a block in the block | at a speed of 116 blocks/s and treiais a decode ur at a
speed of 115 blocks/$his difference is only due to a design fault. kedeafter a segment
received, the block list is cleaned of the useldsesks before the decode unit is destroy
Between the time the list is clean and the decoudeisi destroyed new useless blocks
arrived. They are stored in the list since the deconit still exists. ThusMainProcThread
hasto filter these redundant kcks. In the further testshe cleaning will be performed aft
the decode unit has been destroyed. This way, cundant blocks will be accepted in f
block list after the segment has been deci and the list has been clea. All these results
are illustrated in Figure 19.
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A B

115 blocks/s

EncodeUnit DecodeUnit |
384 blocks/s
116 blocks/s 4ms
| MainProcThread |
blockx
blocky Dfil(f : OnRecvBlock |
blockz <
336 blocks/s
v
UdpSenderMsr | g procksis 340 blocks/s| UaPReceiverMgr

Figure 19 :block flow at different key points of a block trd@sbetween peer A and peer B (second implemenje



How to explain that on the 384 blocks sent eveopsd, onl 340 will be received an
115 will be decode?l One hypotttic reason is that there is n@gnchronizatio between the
sending peer and the receiving pe¢To validate this hypothesis we change the valuthe
threads sleeping time. the first tesMainProcThreadsleeps 4ms more. The res in Figure
20 show that the sending speed is increased by 24kd/s andthe receiving speed
increased by 43 blocks®n the other hand, the decoding speed decrby 36 blocks/s.

- 36
79 blocks/s
EncodeUnit DecodeUnit |
408 blocks/s Encode
Unit
+24 exists ? - 36
8o blocks/s 4+4=8ms
| MainProcThread |
blockx
Encode
blocky Unit OnRecvBlock |
yes exists ¢
blockz Putin blocks
list
380 blocks/s
Blockdiscarded
\ 4
UdpSendengr U U U QU PN | UdPReceivengr
408 blocks/s 383 blocks/s m
+24 +43

Figure 20 :block flow at different key points of a block trder when the decoding process is slowed down for thétof
the sending and receiving speé&tie numbers in red indicates the difference widresults obtained in Figul19.
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Figure 21 :block flow at diferent key points of a block trans when the sending and decoding speed ised down at the
profit of the decoding spee@he numbers in red indicates the difference #ithresults obtained in Figul9.



In the second test tiencodeUnitsleeping time is set to 5ms (Figure 21). Slowiownd
the sending speed results in a synchronizationdmtvweer A and peer B which both send
and receive blocks at the same speed. The decagiegd is improved only by 1. This
improvement is minor but the number of blocks waste the network is largely reduced
while the decoding performances are not harmed.

These tests show thdtdpReceiverMgruses resources that could be used by
MainProcThreadto decode faster. Even if it seems paradoxical,n@ed to decrease the
sending and the receiving speed in order to defaxier while saving network resources.

Now we have an operable system that works betweercdmputers. It is time to test it
in an environment involving more than two peers ighgeers can connect to the system and
leave it at any time.

4.4 TestinaP2P environment

This test involves a computer running on an InteteCDuo T8100 2 GHz and 8 other
identical computers running on an E2180 Intel Rentdual 2 GHz. The test is realized in the
laboratory LAN. The movie rate is 700 kbps whicheguivalent to 85KB/s (one segment is
320*960 = 300KB long). The source server provides-noded segments through TCP
connexions. A peer will not required a segment ftbmserver if it finds 3 other peers able to
provide him. In the other case, the segment will dmvnloaded from the server. The
maximum number of children that a peer can proisdeet to SEncodeUnitsleeps 3 ms after
one block is sentMainProcThreadsleeps 4 ms anddpReceiverMgrsleeps 0 ms while
blocks are in the UDP stack.

At t,=09:58:05, 3 computers enter in the system andhntiie same movie from the
beginning. As no other peer can provides segméets download segments from the source
server. The six other computers enter in the sysiemifferent time. Figure 22 shows a
snapshot of the overlay at time 10:07:52.

The good news is that no peer observes bufferiiegdy. Except the two first segments
that are considered as urgent since the peers toeplhy them as soon as they enter the
system, the other segments are downloaded one dyTde average speed to download a
segment and decode it is 1642 ms (194 blocks/s).cav¥mot measure the decoding speed
apart of the sending speed because of measureaatstue to the precision of the function
we use to measure the time. However, the block dlove measured in the former tests
include the decoding and the sending time. So weccapare the result with the previous
tests and claim that it is quicker than in our pras test. It may be due to tlcodeUnit
sleeping time which is shorter. Furthermore, thevimus test was performed with two
different computers (the Intel Core Duo T8100 2 Gdfwl one E2180 Intel Pentium dual 2
GHz). In the current test, much interacting computage E2180 Intel Pentium dual 2 GHz
which may alter the decoding speed. The CPU resswrsed by PPlayer on each computer is
50% (25% whemetwork Codings not implemented). To evaluate the decodingdpee do
the same test without coding and decoding (thespaeival and departure are different). We
get an average time for sending one segment ofn#92650 blocks/s). The decoding speed



can be estimate to 164292 =1050 ms for one segmewhich is much more thathe tests
realized outside of PPlayer.

Only ore user, Li Yang Yang, receiviwo non-innovative blocksvhich is equivalen
of a ratio of 0.001% (Tablg). In UUSee (7) the ratio of nannovative block on the tot:
number of sent blocks &023% but the environmerdnd the measuring time are much r
important which prevents dgm comparing the two results.
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Figure 22 : Snapshot of @ers overlay at time 10:07:. The computer users and the last 8 bits c IP address are indicated.
The arrows show the block flis between peers.

User Number of segments Downloading and Dependenc' (number of
downloaded from other | decoding speed for 1 non-innovative block
peers segment (ms) received)
Li Yang Yang 83 1559 2
Zhang Peng 84 1533 0
Zhao Jing 84 1608 0
Zhang Yi 84 1573 0
Ma Yan Qing 169 2077 0
Yang He 112 1504 0

Table 2 :the number of segments downloaded during the ¢ssian (left), the average time for downloaded @ewbding

one segment (middle), the number of segment wsome block are nomnovative (right).

What draws our intention is the capity for a peer to provide different children.
Section 4.1due to the CPU resources we have identified timber of children being serv
as a challenge. It appears that in a real envirohmbere pecs are collaboratinga peer does
not need to sustain the movie rate whileoading blocks. For example, Mi Ai Lian compu
sends blocks at a rate of 206 blocks/s. However,cstm serve 5 children without alteri
their viewing experienceNetwork Codin appears more scalablthat it seeled to be.
Unfortunately, wedid not have the tin to test it in a largeeale environmer




The brake redundancy is similar to the brake lat@m¢7). Indeed, we get an average of
4 blocks on each channel for each required segifiemiocks in UUSee). But we have
another kind of redundancy much more important tinenbrake redundancy. As there is no
synchronization between the decoding speed ands#meling speed of two peers, the
receiving peer will receive much more blocks thatctually needs before to send a CANCEL
SEGMENT message. This redundancy can vary fromrde than 180 blocks by segments.
It depends on the load on the parent peer. The mhergarent has children, the slower it
sends blocks and the smaller is this redundancy.

Even if Network Coding avoids sending redundantresgs in the network, it implies
huge overhead. Indeed, one UDP packet’s overheamhiposed of the channel ID (32B), the
segment ID (2B), the user ID (4B), the seed (4B) #re block ID (4B). The overhead for
each packet is 46B long which results in an oveth&fal4720B for 320 blocks sent. One
segment is 300KB long. Hence, the overhead rab8%. In the original system we have an
overhead of 39B for one segment sent. Segmentg H€lAKB long we have an overhead
ratio of 0.0381%. The overhead implied by Netwodd(@®g compared to the original system
IS very important.

Let determine which quantity of data would haverbel®wnloaded in the original
system and let compare it to the system using n&teading. In our test 616 segments have
been downloaded from other peers through codedk®lothe number of providing peers
being set to 3, 1848 segments would have beenisg¢he network which is equivalent to
541.4 MB. The overhead ratio being 0.0381% the whialta sent would have reached 541.6
MB. In the system using Network Coding, if we sugpohat synchronization is implemented
between the peer sending the blocks and the peeivireg and decoding them, we can ignore
the redundancy implied by non synchronization. @ereng only the brake redundancy of 4
blocks on each of the three channels for each saigtrensfer, 616 segments transferred
implied 7392 redundant blocks which is equivalen7tl MB. If we consider the overhead
ratio of 4.8% the data amount needed to transn@it&hments is 189.1MB. The overall data
amount is 196.2MB which is only 36% of the data antaeeded in the original system.

We have put in evidence the save of network bantiwitturred byNetwork Coding
However, the CPU resources used being importaatiate at which media data is provide to
the media player (which include the downloading #reldecoding process) is slower than in
the original system which do not need to decodemseds. Indeed, the media data is
downloaded then decoded at a speed of 182KB/shdrotiginal system, the downloading
speed can reach 500KB/s. In (6), they make the sdoservation but notice that if there is a
close match between the bandwidth supply (netwagacity) and the bandwidth demand
(movie rate) the system usitNgtwork Codingallows a peer to buffer media data faster than
in the same system not usiNgtwork CodingThis is due to the fact that the redundancy is
lower with Network Codingand several peers will provide the segment.

In a future time, we need to test our system imrgdr environment involving more
peers and network constraints to put more in ewdethe advantages of usimdptwork
Coding Nevertheless, this test has confirmed that tkéegy could be as robust as the original
one while reducing the segment redundancy. It lesraised some weaknesses of Network



Coding as the computing complexity or the largerbgad ratio. In the next part we propose a
solution to undertake the complexity dilemma.



5 FURTHER IDEAS FOR IMPROVEMENTS

In the last part we have tested PPlayer with an imphation ofNetwork Codig in a
micro environmentEven if extrapolating the results to a le-scale environment seer
difficult, we got several results justifying further resbesto improve our syste. First of all,
the speed for decoding segment is very . Our system works well with standard compu
But low-CPU devices as PDA, -top-box or smart phoneannot stand foNetwork Coding
decoding complexityThis can be improved by modifying the encodingesce allowing ¢
faster decoding process. Secondly, we can improgentimber of children being served
one peer by reducing the number of sirneous encoding processd@fiese improvemes
are aimed to make loWPU devices sustaNetwork Codingcomputation complexity withot
harmingNetwork Codingefficiency

5.1 Fast decoding Network Coding for low-CPU devices
Different researchdsave tried to deal ith the decoding complexityf Network Coding.

In (22), the authors propose a sparse network coding appraith overlapped classeThe
idea is to gather blocks into classes and authsbiinear combination only between bks
into the same class. Furth@re the classes can over it means that blocks can belc to
different classesBlocks from decoded classes can be substitutedstilteindecoded class:
The backward of such a coding technique is thidaitls tomore overhead to deal with t
different classes. However, it could be worthydsttt in the future to weigh the benefits ¢
disadvantages of such a technique in our sy

We propose another w to deal with the complexity. The idea is to sendckt that
does not need to realize the step 1 in the decquimges: For that we send coefficies in an
half decoded form (Figure 23
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Figure 23 : coefficients in a half decoded form

We measured the encdng and decoding speed for different size segmientise sams
condition that in part 3.3.2 &Figure 24) The encoding speed is quite similar to the spee
had with fully random blocks. On the ot hand, the decoding speed is two time faste!
each segment size. The first problem we can idebffore to test it in PPlayer is that f
blocks are sent through UDP. If one packet is ldst, lost line can be recoverable o
through the lines gended on the top (which can be reduced). If we saeddtocks in a cycl
way from the top to the bottom of the matrix (gextiexg new coefficients each time a line



re-sent to get innovative blos), the lost of the lowest line in the matrix wikk lmore wickly
recoverable that the line on the i

As our system is not tested on internet but on &l Wwe observed in the previous te
that the probability to lose a packet is very Id#ence, not paying attention to the drog
UDP packet on the network vtest our solution in PPlayer with the same useas ith the
previous tests. Unfortunately, the decoding spsatt improved. It comes from the fact t
different peers produce half decoded blocks withemut coordination. Thus, the request
peer gethalf decoded coefficients belonging to the same im the matrix and need
perform a reduction (step 1 in the decoding procedsch would have been unnecessar
only one peer was providing the blocks. A solutionhis problem is to implement aotocol
between the providing peein order that they collaborate in a coordiid way. Each
provider has to be assignadet of lins in the matrixhat it will provide in a cycle we. This
solution is similar to theoverlapped class presented in (22and ca be assimilated to
imbricated classes.

MB/s
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SSE2
> B Fast Decoding
4 SSE:2
3 Encoding SSE2
2. .
High quality L Decoding SSE22
movierate : —
171KB/s
(1400Kbps) o

96 192 256 288 416 512

Figure 24 :encoding and decoding spss of half decoded blocks compare to the encodingdeetding spess of fully
random blocks

5.2 Improvement of the number of children being served

When a peer is in charge of providing segmentsfferdnt children the encoding lo:
can quickly get very heavyl.o avoid delay induced by encoding process onetisalus to
permit some slow peers to save the encoded k received by a peer. This way, the peer
hold the encoded blocks in its memory and send tlvban they are requested. The enco
process is longer as the peer that has originailyo@ded the segment had to check
independence between coefficierws (which is equivalent to perform the step 1 inaténg
process described in p&#3.1.0). Yet, such a way to exchange blocks impoverisheslock
diversity in the network growing the number of -innovative blocks.

To deal with this problem, a peer can after decodinggbgment r-encode it with its
own random coefficients. On one hand, CPU resouatesconstantly used as blocks
received but on the other hand, the blocks beirepdl/ encoded, the peer is more rd to a



flash crowd scenario where a lot of peers wouldfasklifferent segments at the same til
In such a design a peer is ensured to need toirsustd more than twNetwork Coding
processes (even in flash crowd scenario): one degqutocess to wch the segment it
downloading and one encoding process (with lineddgendency check) to store encoc
blocks.

Such a design implied to double the memory useedddthe data are stored un
encoded and decoded forms. In order to avoid suemary waste, the freshly decod:
segments are put in a buffer which provides the iangdiayer. After being played tt
segments are deleted from the buffer and encodiedeb® be stored in the memoiFigure
25). If a peer wants to rigy a part of the movie recorded on its memorywilt have to
decode it as the decoded segments are not stosgdosm Figure 26). The number of
processes keeps unchanged as it is always no inaneane decoding and one enng
process at the same time.

What could be seen as a weakness of such an impletiom is that the number
blocks generated and sent is limited. On unreliablemunication channels where blocks
be dropped a child that has not receive the n Blcan ask for more than the number
blocks stored on one parent. The parent does now kwhich blocks have been lo
Therefore it needs to generate new blocks fromst#mment. In the memory we only he
coded blocks. Hopefully, one of the strong prcty of randomNetwork Codin is that we do
not need to encode from the original segment tongst innovative blocks. New line
combinations between blocks will produce innovablecks. But it means that two seeds \
be sent to the requesting peer irder for it to compute the product of the two lin
combinations applied to the bloc
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Figure 25 : model of a solution to alleviate the peer load tuehildrer (download segment operatit
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Figure 26 :model of a solution to alleviate the peer load ttuehildren (VCR operatio.




6 CONCLUSION

We have implementedMetwork Codingnodule in an existing P2P-VoD system called
PPlayer. It first permitted us to evaluate theeat#ht parameters to take into account when
Network Codings used in classical systems. Secondly, the westperformed highlight the
capacity of such a system to be scalable by pengifieers to collaborate into providing a
child and by assuring robustness while limiting tla¢a redundancy. However, the encoding
and decoding complexity is a problem that still dseéurther investigations. The solutions
proposed at the end of the report improve the dagospeed and the rate at which encoded
segments are provided but still need to be tested tieal P2P environment. In the future,
further test should be performed to validate th&thmer weaknesses have not been dealt in the
report as the brake redundancy or the synchrooizdtetween sending and receiving peers.
The natural next step of our research would beuto PPlayer on the internet or in an
environment simulating it and analyze the advargagfeusingNetwork Codingin such a
context.



7 APPENDIX

7.1 The Jordan-Gauss implementation in C++

nbl ocks : numnber of blocks in one segnent.

m bl ock_si ze : bl ock size

coeff[nbl ocks] : newly received coefficient row (generated fromthe seed).

bl ock[ m bl ock_size] : newly received bl ock.

m _coef f [ nbl ocks] [ nbl ocks]: matrix containing the coefficient already received

m bl ocks[ nbl ocks][ m_ bl ock_size]: matrix containing the blocks al ready received.

bool CDecoder:: decodeSegnent (char* bl ock, char* coeff)

{

/lelement 1, 2, 3 are used to operate operation in G-(2"8)
gal oi s:: Gal oi sFi el dEl errent el emrent 1(gf, 0);

gal oi s:: Gal oi sFi el dEl enrent el ement 2(gf, 0);

gal oi s:: Gal oi sFi el dEl enrent el ement 3(gf, 0);

static int n = 0; /I nunber of coefficient rows already inserted
int lv = 0; /1 position where the new coefficient row has to be
inserted

bool dependent = true; //flag : true indicates that coeff is linearly dependant
//with mcoeff matrix rows.

//Step 1. coeff is reduced until it can be inserted in the matrix
whil e(lv < nbl ocks)
{

if(mcoeff[lv][lv] == 0 && coeff[lv]!=0)

{

m coeff[lv] = coeff;
m bl ocks[ | v] = bl ock;
dependent = fal se

gap[lv] = 1;
br eak;
}
else if(coeff[lv] == 0)
{
| v++;
}
el se
{
//1inear conbination between coefficient rows
elementl = coeff[IvV];
for(int i=lv; i<nblocks; i++)
{
element2 = mcoeff[lv][i];
el ement3 = coeff[i];
coeff[i] = (element3 - (el enentl*el ement?2)). poly();

}

//1inear conbination between bl ocks
for(int j=0; j<mblock_size; j++)

{

el ement 2 m bl ocks[IV][j];
el ement 3 bl ock[|];
bl ock[j] = (element3 - (el enentl*elenment?2)).poly();



| v++;

i f(dependent) //the coefficient row has not been inserted because not
i nnovative

{

return fal se;

}

/1Step 2 : the new coefficient rowis divided by its pivot

/1 Qperation on coefficient rows
elementl = mcoeff[lv][IV];
for(int i = 1lv; i< nblocks; i++)
{

element2 = mcoeff[lv][i];

mcoeff[lv][i] = (el ement2/el ementl). poly();
}
/1 Operation on block rows
for(int j=0; j<mblock_size; j++)
{

element2 = m bl ocks[IV][j];

m bl ocks[IVv][j] = ((elenment2/el enentl)).poly();

}

//Step 3 : Setting to O the whole colum |Iv and the other columms that has not been
reduced because of gaps.

for(int i=lv; i<nblocks; i++)

{

//check if there is coefficient row mssing on the top of the ith row

bool noGap = true;

for(int k =1i; k>1; k--)
{
if(gap[k] == 0)
{
noGap = fal se;
br eak;
}
}
/1if no gap (missing row) we can operate the reduction
i f(noGap)
{
for(int k =i-1; k>1;k--)
{
//1inear conbination between coefficient rows
elementl = mcoeff[K][i];
for(int j=lv; j<nblocks; j++)
{
element2 = mcoeff[i][j];
element3 = mcoeff[Kk][j];
mcoeff[k][j] = (elenent3 - (el ementl*el ement2)). poly();
}

//1inear conbination between bl ocks
for(int j=0; j<mblock_size; j++)

{

element2 = mblocks[i][j];

el ement3 = mbl ocks[k][j];

m bl ocks[k][j] = (element3 - (elenentl*el enent2)).poly();
}



}

el se [1if coefficient row are still mssing above the new inserted one we skip
step 3
{

br eak;

}
}

n++;

i f('n=:nbl ocks)
{

decoded = true;

}

return true;

}

7.2 The GF(28) multiplication SSE2 acceleration implementation

The function linearCombination(rowl, row2, factor, rowSize, rksuperforms
rowl+row2*factor with rowl and row2 two char vectdrsize rowSize. The result is store in
the row result. The comments in the code indichée @quivalent when working not on 16
bytes variables (type m128) but one byte variables (tyjgte.

voi d CDecodeUnit::|inearConbi nation(char* rowl, char* row2, char factor, int
rowSi ze, char* result)

{

int nLoop = rowSi ze/ 16;

_ ml28i* pResult =
_ m28i* pRowl = (
_ m28i* pRow2 = (
_ ml28i rowlcp;

_ ml28i resultcp;

(__m28i*) result;
_ ml28i*) rowl;
_ ml28i*) row?;

_ ml28i un = _nmsetl epi 8(1);

_ ml28i zero = _mmsetzero_si 128();

_ ml28i mask;

__ml28i overfl ow ng;

__ml28i over = _mmsetl _epi 8((char) 0x80);

__ ml28i poly = mmsetl _epi 8((char) 0x1D);
_ ml28i mi;

_ ml28i ng;

for(int i = 0; i<nLoop; i++)

{
__ml28i nfactor = _mmsetl epi 8(factor);
rowlcp = _nm| oadu_si 128( pRowl) ;
resultcp = zero;

whi | e(_mm novemask_epi 8(_mm cnpeq_epi 8(zero, rowlcp)) != 65535)
{
/[1if x&!=0 ->> Oxff
mask = _mm cnpeq_epi 8(_mMm and_si 128(un, rowlcp), un);
/'l mask on the factor array
nL = _mm and_si 128( mask, nfactor);
[lresult =y ™ result
resultcp = _mmxor_si 128(resul tcp, ml);
/1bool overflowing = (y & 0x80)
overflowi ng = _mm cnpeq_epi 8(_nm and_si 128(nfactor, over), over);



I y=y<<1
nfactor = _nmm andnot _si 128(un, _mm sl li _epi 32(nfactor, 1));
[1if overflowing = true

n2 = _mm and_si 128(overfl owi ng, poly);
I1{y =y * poly}
nfactor = _nmm xor_si 128(nR2, nfactor);
Il x =x > 1
rowlcp = _nmm andnot _si 128(over, _mm srli _epi 32(rowlcp, 1));

}

//addition

*pResult = _nm xor_si 128(resultcp, *pRow2);
pRov\LI_++;

pRow2++;

pResul t ++;
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