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1. Introduction

In the systems that we use today there is a tegdenincrease the complexity,
the performance and the also the flexibility ofidigsystems. Also in case of embedded
systems that work in industry or on different typdsvehicles there is a very strong
demand of power reduction, cost and number of ressuused. In order to cope with
these demands more and more designers adopt theoideeterogeneous software and
hardware solutions. The software part from an eméeédgrocessor offers the flexibility
needed but at the cost of smaller performance coedpa the same task implemented in
an ASIC (Application Specific Integrated Circuiffhat is why along the embedded
processor designers place a couple of accelerdb@ats are circuits specialized in
performing a determined task with a very high penfance.

The aim of this project was to create a heterogesisystem on an FPGA (Field
Programmable Gates Array) device with an embeddedepsor and dynamic partial
reconfigurable tasks. The embedded processor carhbed PowerPC 405 processor or a
soft MicroBlaze processor. The use of dynamic phreconfiguration creates a more
flexible hardware design. This way the same ars@gasd to a hardware task with a
specific hardware architecture can be assignedathar hardware task with a different
architecture. The whole reconfiguration functiotyalvill be integrated as a new kernel
service for the operating system running on the ezidbd processor. The operating
system running on the embedded processor is éimeabperating system.

Throughout the embedded systems on FPGA literah@eroblem of hardware
tasks is discussed and one of the frequent probdmmsuntered is the one of placing the
tasks in a manner in which the degree of occupatiothhe area is maximized. To this
purpose, there are many algorithms each of thermgav certain degree of FPGA area
fragmentation. Another problem is that when usingainic partial reconfiguration
technique the time taken by the FPGA chip to regomé is between milliseconds and
tens or hundreds of milliseconds. Dynamic partegdonfiguration is possible only in
some of the Xilinx FPGAs families.

2. Basic el ements

In the following there will be presented the basiements of the project. These
basic elements are the dynamic partial reconfiguraiechnique, the operating system
uCOS-Il and the FPGA. This project introduces theitg to dynamically reconfigure a
part of a FPGA on which runs the operating system.

2.1. What isa FPGA?

The FPGA circuit is presented in figure 2.1. Thgufe presents a very general
view of an FPGA from the Spartan 3E family of Xdicompany. The chip presents input
and output buffers (IOBs) at all four edges of thé. The FPGA chip is composed of
combinational logic blocks (CLBs), which are re@m®d in the picture as dashed lines.
These blocks are composed of slices that can
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Figure 2.1. The Xilinx Spartan 3E FPGA from [1]

be of two types : SliceL (which means slices fagidd and SliceM (which means slices
for memory and logic). Each slice has a positidke(in a matrix) and contains one or
more look-up tables (LUTS), carry logic and a meyrelement that can be configured to
be triggered on the rising/falling edge of the &l@ignal (flip-flop) or when the clock
signal is stable 0 or 1 (latch). In figure 2.2ligstrated a part of a slice of type SliceL. In
this picture on the left side it can be seen thokdop table with 4 entries (the address
lines) and one output. Basically the LUT is a meynivat stores one bit for each of its
addresses and that can implement any Boolean &metith the number of variables
equal to the number of address lines. On the gigig of the picture the memory element
can be seen and in between the LUT and the menienyeet lies the carry logic and
multiplexers. The CLBs are connected through ardéotenection logic that contains
conductive lines, long lines for connecting dist@&iBs and short lines for connecting
neighboring CLBs. The connection between two linesmade possible through
programmable interconnection points (PIPs). The &AR&n contain additional resources
like : BlockRams which are synchronous memoriegjitBi Signal Processing (DSP)
blocks that contain dedicated multipliers and asidbat can be used for digital signal
processing tasks, embedded PowerPC processors.APg&A contains a configuration
memory that keeps track of the configuration ofetements that form the FPGA.



Figure 2.2. A part of a slice of type SLICEL

2.2. Thedynamic partial reconfiguration technique

Dynamic partial reconfiguration is the propertyaoFPGA chip to modify a part
of its configuration memory. This way by using tbgnamic partial reconfiguration
technique only a part of the architecture of agleshat is loaded on the FPGA can be
changed while the rest of the design still worksrnmally. Dynamic partial
reconfiguration can be only performed on Xilinx FRG Dynamic partial
reconfiguration technique is a technique that comgsan extension of the modular
programming for FPGA chips. By using modular prognang different programmers
that were working on the same project could symtketheir designs separately from
each other. After synthesizing one of the programmwould take the results of the
synthesis and merge them together and generatottiiguration file for the FPGA [1].
For implementing a system that would contain thehneque of dynamic partial
reconfiguration Xilinx company offers a guiding dutl [2]. The steps that the
programmer has to follow in the case of dynamiciglareconfiguration are complex and
they impose a good understanding of the techniqueder to solve the errors that could
eventually appear during the design of the system.

Dynamic partial reconfiguration technique can heplied using two main
methods : module based dynamic partial reconfigumaand difference based dynamic
partial reconfiguration.

Module based dynamic partial reconfiguration metas the FPGA chip is split
into two kinds of areas : fixed ones and reconfiple ones. In the fixed regions the
static logic is placed. This logic does not chatigeughout the reconfiguration process.
The reconfigurable types of regions are the onesghich the reconfigurable modules are
placed.

In figure 2.3 which is taken from [2] is presentad example of how to use
dynamic partial reconfiguration for older versiarfsXilinx software and boards. In this
picture there are two reconfigurable regions plaoedhe center of the chip. These
reconfigurable regions communicate with the othegiaons or between themselves by
using bus macros. The areas use only the IOBsatkgplaced in those areas. The 10Bs
are used for input/output transfers.
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Figure 2.3. An example of a design that uses dyogauitial reconfiguration
technique[2]

Xilinx tools recognize two modules that use thmsaeconfigurable region based
on their entity names. Hence, the name of theiestdf the reconfigurable modules that
use the same reconfigurable region have to beigdnflso the names of the entities of
reconfigurable modules have to be the same aslésetiiat store their code description.
The interfaces of the entities of the modules Hrat placed in the same reconfigurable
region have to be the same.

The flow of implementing the dynamic partial retigaration technique involves
respecting some rules. These rules are present&diftby in [2]. The rules are:

1. The height of the reconfigurable region has tohlgesame as the height of the

FPGA chip. This rule applies in the old FPGAs.He hew FPGAs like Virtex
4 and newer this rule does not apply anymore. ésdlchips the height of the
reconfigurable region can be smaller than the hagthe FPGA chip.

2. The width of the reconfigurable region has to benimum 4 slices and
maximum the width of the chip. The width of theaefigurable region in the
number of slices has to be divisible with 4.

3. On the horizontal axis the reconfigurable regios twabe placed such that the
left corner of the reconfigurable region to be plhon a slice that is multiple
of 4. This way the left side of the reconfiguralégion can be placed on
slices 0,4,8 and so on.

4. All the resources that are placed in a reconfigeradgion are considered to
be configured by the bit file generated for thajfioa. These resources can be



BlockRAM memories, DSP resources, T buffers, [O&nponents and

routing resources.

. Clock resources are decoupled from the reconfiderabégion and special

components are used to connect the clock sigrletoeconfigurable region.

These components are BUFGMUX and CLKIOB components.

. The input/output buffer components that are plaabdve and below the
reconfigurable region are considered as being tgbahis region. This way

these components will not be used directly by othedules that are placed in
other parts of the chip. The only way to use thmuifoutput buffers from a

reconfigurable region from outside of this regisrthirough the reconfigurable
module that is placed in that region and through libs macro components
placed at the edge of that region. In the new FRGIAs in which the height

of the reconfigurable region is variable these [gwis can be avoided.

. If one reconfigurable module occupies the leftha tight edge of the FPGA
chip then the 10B components from that area cahaaised directly by other
components from different areas of the chip. Thiy evay in which these

components can be used is through the reconfigurabtule that is placed in
that region and through the bus macros. This wago@l to know that when

designing a reconfigurable architecture is gootiaee in mind the complex
aspects that come from placing the reconfiguradgdgon on one of the edges
of the chip.

. In order to minimize the problems that could afreen using dynamic partial

reconfiguration technique it is recommended thdy one reconfigurable area
to be used. The number of reconfigurable regior=rsstrained only by the
fact that on the horizontal axis the reconfiguraklgion should be of at least 4
slices and on the vertical axis the reconfigurabtgon should be equal to the
height of the chip or smaller if the chip allowsith

. The area defined as being reconfigurable cannathbaged at runtime. This
way when designing the reconfigurable architectueeshave to evaluate the
dimensions of each module and determine whichdstfgest one. Based on
determining which is the biggest module we canrdatee the dimensions of
the reconfigurable region.

10.The reconfigurable modules communicate to otheticsta reconfigurable

modules by using the bus macros. Besides the daphkal that is passed
through special buffers and that can pass this twayeconfigurable region,
no other signal can pass the boundary betweenoafrgarable region and a
static region or between two reconfigurable regiaithout passing through a
bus macro.

11.The architecture should be designed in such a \Wway o static module

should base its vital functionality on the functdity provided by the
reconfigurable modules. There are some cases Wieza is the need to use
handshake signals to determine when a reconfigeinaloldule is ready to be
used.

12. An advantage that is offered by dynamic partiabreiguration is that it keeps

the content of memory devices that are placed e rétonfigurable area
throughout the reconfiguration. This is an advaathgcause the modules that



are placed in the reconfigurable area can use dlee that was stored in the
memory elements by modules that were previouslyddda into the
reconfiguration area.

To implement a project using the dynamic partigbrdiguration technique it is
necessary to follow a flow of design that is takkesm [2] and is presented in the
following :

1. Inthe “Design entry” phase the HDL code is written

2. In the “Initial budgeting” phase location and sedaconstraints are introduced
using the PlanAhead tool from ISE package. Alsahis phase the time
constraints for the whole design and for the moglale introduced.

3. In the “Active implementation” phase the NGDBUILMAP and PAR tools
are executed for each reconfigurable module anal fineeach configuration
of the reconfigurable module.

4. In the “Assembly phase implementation” phase thelutethat will be first
downloaded on the chip is assembled. Xilinx compaegommends the
creation of all the possible configurations witke treconfigurable and the
fixed modules in order to test the functionalitytioé reconfigurable modules.

5. The design is verified by using static time anay®i simulation.

6. The FPGA Editor tool form the ISE package is useddtermine if there are
signals that pass through the boundary of two regrable regions or a
reconfigurable region and a static region and they pass only through bus
macros.

7. The bit file for the complete configuration is de@and this bit file is the first
file that is downloaded on the chip.

8. For each reconfigurable module there are creathdidual bit files.

9. The initial complete configuration is downloadedtba FPGA.

10.The FPGA is reconfigured based on the needs wélp#rtial bit files created
for each reconfigurable module.

Xilinx company suggests that for using dynamic iparteconfiguration technique a
specific directory structure to be used. In fig@ré which is taken from [2] presents the
directory structure proposed by Xilinx company @ignamic reconfiguration projects. In
this structure there is a directory named “Hdl” weh¢he HDL files of the project are
stored. The “ISE” directory is used to synthesiaehemodule. The “Modules” directory
contains each module routed and placed along wustistatic part, independent of the
other reconfigurable modules. The “Pims” direct@mgntains the modules that are
physically implemented. The “Top” directory contsitwo directories “Assemble” and
“Initial”. The “Assemble” directory is used for thereation and assembly of the initial
complete design. The “Initial” directory is usedtire “Initial budgeting” phase in which
the location, the surface and the time constrargsspecified. This directory structure is
recommended to be used when the dynamic partiabnfiguration design is
implemented using the command line. In the comménd there are introduced
commands for mapping, placing and routing the daedighe visual mode of PlanAhead
tool is used these commands are not introducetdwyder, but the system knows how to
deal with the partial reconfiguration. Also whenngsthe PlanAhead tool we don’t have
to worry anymore with the directory structure, hesmthe tool knows how to create it.



=] Calc_pri0
e —E - - HDL Source
#= | Hd
* ’,___I I5E
=] Modules
1 B :_I atltir Individual Active Modules
([ == Independent place and route
. H L] capture Can be implemented by independent
[ '_] led_driver design team members
- ] pushbutton
] subtractor
#-_] Pims
i 1 Sre Separate Projects for each Module
] Synth
il
|:_ _I_ ::rp Top Level
|¢] —J Assemble Initial Budgeting Floorplan

[+ ] Initial Final Assembly Areas
[+ _| Topl
+ :_I Tl:l:fz

=

Flgure 2.4. The dlrectory structure proposed bynXicompany for projects that

use dynamic partial reconfiguration [2]

In order not to have problems when implementing partial reconfigurable
project the following advices that were taken fri@hshould be considered :

1.

The design has to be built in such a way that dipeniodule should contain
only black boxes of the modules that it containstbds level the logic should
be just for connecting the input/output pins of tip, clock logic and the
instantiation of the bus macros.

It must be verified that the signals passing thhoagreconfigurable region
boundary pass only through bus macros. There dferaht types of bus
macros that are used and that depend on the FPipAhet is used. There are
implementations of bus macros on 4 bits or on 8. Gihe macros are defined
on the directions the signal propagate through th#ns way there exists bus
macros that propagate the signal from right todefrom left to right, or from
top to bottom or from bottom to top.

If we have a design where the height of the regoinéible module has to be
the height of the FPGA chip and we have two steggions that have in
between a reconfigurable region and if the twoicstagions have a signal
through which they communicate, then the signaltbgsass the boundary of
the reconfigurable regions through a bus macro. Sigeal will not be
available when the reconfigurable region is recunied.

Xilinx company recommends avoiding to use modules heed the use of
“Clock template”. Also Xilinx company recommendsoaling the use of
DCM modules in the dynamic partial reconfigurabésidns.

It is very important that the clock resources te osly global resources that
are declared in the top file. It is forbidden toeuslock resources in the



reconfigurable regions. It is very important to ioet that for some

reconfigurable modules the synthesis tool inseldskcbuffers and because
this is a forbidden action it should be specifiedthe properties of the
synthesis tool that it should not introduce clocikférs for those modules.

6. The synthesis of the top module is made with therssis option to insert the

input/output buffers kept.

7. The synthesis of the modules is made with the ggihoption to insert the

input/output buffers not kept.

Bus macros are used to define fixed routing regibnough which the signals can
pass from and to a reconfigurable region. The phace of bus macros is constrained
through location constraints. Current implementatiof bus macros use tri state buffers
that enable the sending of data bits between twdutes on the long lines. There are
Xilinx FPGA chips that do not have tri state buéfelOn those FPGAs there is no
possibility to use module based dynamic partiabnéiguration using bus macros.

In figure 2.5 is presented the way a bus macron@emented. The figure is
copied from [2]. In this picture the tri state e are connected to the bus that is
implemented using long lines. The LT and RT sigrsais used to select the direction in
which the data is sent : from left to right or fraight to left. Data are sent on the LI and
RI lines. Generally bus macros are unidirectiosal,either we will have selection and
data transmission signals for the left side, ottlerright side.

CENTER
(Boundary) between B and C

LO [3:0] RO [3:0]

LI [3:0] RI[3:0]

LT [3:0] RT [3:0]

Figure 2.5. The implementation of a bus macro [2]

Dynamic partial reconfiguration using the diffecenmethod is described in [3]
and it is a practical solution only for designs wehthe changes made by dynamic partial
reconfiguration are small. It becomes a less praktiolution when the changes are large
(modules). This method is simpler than the one dbase modules and implies minor
modifications in the generated files after the psscof compiling and implementing a
design.



With the introduction of version 12 of Xilinx IS&evelopment tool the flow of
module based dynamic partial reconfiguration wanged and simplified. The new flow
is called partition based partial reconfiguratiorhe flow is based on partitions. A
partition enables the reuse of previous implememésdlt for a specific module. This
way if the implementation of a module respects tineng constraints and the area
constraints then we can keep the implementatiaghaifmodule and make different
configurations by modifying the rest of the mod{désin this version of dynamic partial
reconfiguration technique the bus macros were cepleby partition pins that are flip
flops from the boundary of reconfigurable regionkhese flip flops ensure the
communication between reconfigurable regions aedréist of the design. Another new
feature that was introduced in this flow is thattitian pins do not need to be constrained
as for bus macros. In figure 2.6 it is presenteslithplementation of a reconfigurable
module and in red is highlighted the partition piinat are placed on the left and the right
sides of the partial reconfiguration area.

The reconfiguration can be performed from a PGdnyding configuration files to
the FPGA in order to configure the partial recoafaple region or it can be done by a
processor. If the reconfiguration is done by a pssor without human intervention then
the method is called dynamic partial self reconadion. The processor can be located on
the FPGA chip (PowerPC or MicroBlaze) or outside #tBPGA chip. This way of
reconfiguration needs a memory in which the paduaifiguration files are stored.
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Hence, by accessing this memory the processorezahthe partial configuration file and
reconfigure a part of the FPGA.



2.3. Aspects of thereal time operating system

The uCOS-Il operating system is a real time opsgasystem. A real-time
operating system (RTOS) is an operating systemgihatantees a certain capability in a
specified time. For example, an operating systemghimbe designed to ensure that a
certain object was available for a robot on anrag$eline. In a hard real-time operating
system if the calculation could not be done in ec#ged amount of time in order too
obtain that object, the operating system would eate with a failure. Hence in this type
of RTOS there is a guarantee that a specific tasshies in a determined amount of time.
In a soft real-time operating system, the asseritéywould continue to function if the
specified time is not met but the throughput of slygstem might decrease, causing the
robot to be temporarily unproductive. Some reaktioperating systems are created for a
special application and others are more generglgser.

In the following | will describe some notions ofat time operating systems.
Figure 2.1 presents the foreground/background systeThe foreground/background
systems are of low complexity and are in generaigihed as presented in the picture. In
these systems there is an infinite loop that calisiules to perform the desired operation.
In the foreground there are asynchronous eventsatteahandled by interrupt service
routines ISRs. The foreground is also called infgtrtevel and background is called task
level. ISRs have a tendency to take longer thay thould. Until the background
routine gets to execute, information for a backgbmodule that an ISR makes available

Background Foreground ——
ﬁ ISR
ISR Time
> 'H ISR
|
—% ‘
—7— Code execution

Figure 2.7. Foreground/background systems [18]

is not processed. The worst case task-level regptome can be determined depending
on how long the background loop takes to executee fime for successive passes
through a portion of the loop is nondeterministecéuse the execution time of typical



code is not constant. If a code change is maddirthing of the loop is affected. Most
high-volume microcontroller-based applications designed as foreground/background
systems. From the power consumption point of viaw microcontroller based
applications it might be better to halt the prooesand perform all the processing in
ISRs.

The critical sections of code are sections of cdad&t have to be treated
indivisibly. So when executing the code in thesetisas the processor should not be
interrupted. That is why when entering a criticatt®on the interrupts are disabled and
enabled only when exiting the critical section.

The operating system might contain shared ressur@dese resources are
resources that are used by more than one threadjaifong control of a shared resource
by one task the operating system should checketfetlis another task that is accessing
that resource. If there is then the access shatlthen granted. If there is no task waiting
for the resource than the access should be grafhiedprocess of granting access to only
one task is called mutual exclusion.

Multitasking is the ability of the operating systéo have more tasks running in
almost the same time on the processor. The tastuarsuch that only one task is in the
processor at a moment in time. But the task tham e processor doesn't stay there
indefinitely, it stays until some condition is noet anymore (its priority is smaller than
of another task). Multitasking is like foregrounaddiground with multiple backgrounds.
Multitasking provides for modular construction gipdications and maximizes the use of
the CPU.

A program is composed of tasks that run on a Giking they have the CPU all
to themselves. When designing an application oukhbe known that the work should
be split between the tasks. For a task it must dsgaed the stack area, the CPU
registers, the priority. Each task is basicallyirdmite loop that can be in one of the five
states : dormant, ready, running, waiting, ISR. @lbemant state is considered for a task
that resides in memory and that it is not madelabls for the multitasking kernel. If the
priority of the task is smaller than the currentlgrking task then the task it is in ready
state. A task is said to be running when it hascthretrol of the CPU. When a task is
waiting for the occurrence of an event it is saidé waiting. If an interrupt has occurred
and the task is in the state of servicing the mfgrthen the task is in state ISR.

The context switch is the mechanism of removintask from the CPU and
placing it in the current task’s context in thecktaAfter performing this operation the
new task’s context is loaded into the processoriendxecution is resumed. One of the
drawbacks of context switching is that it adds bead to the execution of the
application. The number of registers determines dlierhead of the context switch
because they have to be stored on the stack wkesotitext switch is done.

The part that is responsible for the managementtasks and for the
communication between tasks is the kernel. Corgexthing is the fundamental service
provided by the kernel. Because the services peavioy the kernel require execution
time, the kernel adds overhead to the system. DRipgmon how often these services are
invoked the amount of overhead can be determinbd.Kernel is code that is added to
the software that is executed on the processos ft@ans that the kernel uses ROM
memory to store its code and RAM memory to staseddta structures. Also each task
has a stack which is introduced in the RAM mem@&gle-chip microcontrollers are



not able to run a kernel because they have a vegll RAM. The kernel provides
services that are important to an application. €lsssvices are semaphore management,
mailboxes, queues, time delays.

The scheduler is the part of the operating systeat is responsible of
determining which task to run next. Because moat tisme kernels are priority based,
each task receives a priority number based onnifsoitance. In a priority based
operating system the task that has the highestifgrend that is ready is given the CPU.
Depending of the type of kernel it can be deterchiwben the task takes the CPU. There
are two types of kernels : preemptive and non-ppiee kernels.

Non-preemptive kernels mean that the task is deorgething to explicitly give
up the control of the CPU. This type of kerneladled cooperative multitasking because
tasks cooperate with each other to share the CRE.ISR are treated asynchronously.
When an ISR appears then the current task is sdedesnd the ISR is executed. After
finishing the ISR returns to the task that wasriogted. If a task with a higher priority
appears then it will have to wait for the CPU utitié task that is running on the CPU
decides to release the CPU. The interrupt lateacy hon-preemptive kernel is typically
low. Task response time for a non-preemptive kemm&y be longer than in the case of
foreground/background systems because of the timéonhgest task needs to execute. An
advantage of the non-preemptive kernel is thatossdnot need to enforce a strong
security mechanism for the shared data, becaudetask holds the CPU for itself and
we do not need to fear of it to be preempted. Thegestill some cases where semaphores
should be used. An example of where semaphoreddskullibe used is if the task needs
exclusive access to an I/O device like a printerfigure 2.8 it is presented the way a
non-preemptive kernel works. The figure is desdrivethe following : in state

Low priority task

(1) (2) ISR
? (3)
£ <
(4) Ti
ISR makes the high 1me
(5) priority task ready
(6) High priority task
-
Low priority task
relinquishes the CPU (7)

Figure 2.8. The way a non-preemptive kernel woil8 [



(1) a task that executes is interrupted, in sta)ettfe CPU jumps to the ISR if the

interrupts are enabled, in state (3) ISR makesghehipriority task ready to run and

handles the event, in state (4) the ISR complétesekecution of its code and a return
from interrupt instruction is executed and then @fU returns to the interrupted task,
state (5) shows that the task code resumes agantérrupted instruction, (6) when the
task finishes its execution it calls a service he kernel to allocate the processor to
another task, state (7) the scheduler sees thiehgriority task that was made of high
priority because of the interrupt execution andsrtire code of it to treat the event of the
interrupt. Responsiveness is the most importanwlolaak of a non-preemptive kernel. A

problem is that a higher priority task that was mashdy to run has to wait until the task
that runs on the processor finished its executBmtask level response time for a non-
preemptive kernel is nondeterministic. So becatse mot possible to determine when
the highest priority task will obtain the CPU, hetapplication that is written and that is
above this kernel the programmer should know wimegite control of the CPU to the

high priority task.

The preemptive kernel is a kernel in which the triogh priority task is given
control of the CPU. This way a preemptive kernalsed when system responsiveness is
important. In case there is a task that makes tiloeity of another task to be the highest
priority, immediately the task is preempted and tdek with high priority is placed on
the CPU. When an interrupt service routine makkgyler priority task ready, when the
interrupts service routine finishes, the interrdptask is suspended and the new high
priority task is resumed. In figure 2.9 is presdritee way a preemptive kernel works. Its

Low priority task

() (2) ISR
7 High Priority Task
(3) / (4)
ISR makes the high (5)

priority ready ]
Time

(6)

(7)

Figure 2.9. The way a preemptive kernel works [18]



functioning is described as follows : in state\{@& have a task that executes on the CPU
and that is interrupted at a point in time. In sté2) the CPU jumps to the ISR if the
interrupts are enabled. In state (3) the ISR makkrgher priority task ready to run and
handles the event, also when the ISR completesnacseprovided by the kernel is
invoked. In state (4) the high priority task is exted. In state (5) because a more
important task has been made ready to run instestwning to the interrupted task, the
kernel performs the context switch and gives to htgher priority task control of the
CPU. When the task finishes its execution a fumctrom the kernel is called to put the
task to sleep. In state (6) the CPU is freed fromtigher priority task. In state (7) the
kernel observes that there is a task with lowesriyi that was interrupted and that can be
executed now due to the fact that its priority mwnthe highest one. By using a
preemptive kernel we can say when a task is gaingetexecuted and so the task-level
response time is minimized by using this kind ainlet.

2.4. TheuC/OS-I real time operating system

UC/OS-Il is a highly portable, ROMable, very scé¢alpreemptive real-time,
deterministic, multitasking kernel. It can manageta 64 tasks (56 user tasks available).
It has connectivity withhC/GUI andpC/FS (GUI and File Systems faiC/OS-II). It is
ported to more than 100 microprocessors. It hassgor most popular processors and
boards in the market and is suitable for use ietgadritical embedded systems such as
aviation, medical systems and nuclear installatidngew ports are for microprocessors
and microcontrollers from the following companieiefa, Atmel, Freescale, Motorola,
Fujitsu, Intel, IBM, Microchip, Xilinx and other copanies[5]. It is simple to use and
simple to implement but very effective comparedthe price/performance ratio. It
supports all type of processors from 8-bit to 644IC/OS-Il can manage up to 64 tasks.
The four highest priority tasks and the four lowgsority tasks are used by the uC/OS-
Il. This leaves 56 tasks available for the appioratEach task is assigned a priority. The
lower the value of the priority, the higher theopity of the task. The task priority
number serves also as task identifier.

The operating system uses the rate monotonic skdredin this type of
scheduling the tasks with the highest rate of etkeguare given the highest priority.
There are some assumptions that are made foryfyesof scheduler, this assumptions are
. all tasks are periodic, tasks do not synchroniitk one another, preemptive scheduling
is used (always runs the highest priority task thatady). Under these assumptions, let
n be the number of taskg, be the execution time of task i, aldbe the period of task

1
i. Then, all deadlines will be met if the followimgequality is satisfied Z% <n(2"-1).

In figure 2.10 it is presented the process cycleGhOS-I11. After a new task is created it
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Figure 2.10. Process cycle in uC/OS-Il

is admitted in the ready state. In this state #s& s ready to be executed. In order to be
executed the task passes from the state ready tetdke running (scheduler dispatch). If
the task is running and there is an interrupt aaegrthen the task goes from the state
running to the state ready. If the task is in tta#esrunning and it is waiting for an 1/0O or
an event the process goes from state running te staiting. In state running if the
process exits this state it goes to state ternmdndestate waiting the state is waiting for
the completion of I1/O or the event that it is wagfifor. From this state after the
completion of the I/O or the event the process daes state waiting to state ready.

The creation of the tasks is done through the tions OSTaskCreate() and
OSTaskCreateExt(). In figure 2.11 it is presentexridtates of the tasks. If the task is in

Figure 2.11. The states of the tasks

waiting state and it is deleted it goes in the dotrstate. From the waiting state the task
can go to ready state if it is ready to be executeadm the ready state the task can move
to the dormant state or it can go to running statehich it is run. From the running state
the task can go to ISR if it appears an interruptSR the task can go back to running if
the task recovers from the interrupt.

When a task is created the task has to get a staghich it will store its data. A
stack must consist in contiguous memory locatidhss necessary to determine how



much stack space a task actually uses. Deletiagkarmheans the task will be returned to
its dormant state and does not mean that the avdbd task will be deleted. The calling
task can delete itself. If another task tries ttetethe current task, the resources are not
freed and thus are lost. So the task has to dabsl after it uses its resources. The
priority of the calling task or another task canchanged at run time. A task can suspend
itself or another task. A suspended task can restsek. A task can obtain information
about itself or other tasks. This information canused to know what the task is doing at
a particular time.

The memory management includes : initializing temory manager, creating a
memory partition, obtaining status of a memory ipart, obtaining a memory block,
returning a memory block, waiting for memory blodksm a memory partition. Each
memory partition consists of several fixed size magnblocks. A task obtains memory
blocks from the memory patrtition. A task must ceeatmemory partition before it can be
used. Allocation and de-allocation of these fixembd memory blocks is done in constant
time and is deterministic. Multiple memory partited can exist, so a task can obtain
memory blocks of different sizes. A specific memdapck should be returned to its
memory partition from which it came.

The uC/OS-Il operating system uses a timer to ggéa¢he events of rescheduling
and context switching. For this the uC/OS-I1l dedirgeclock. The clock has a clock tick.
A clock tick is a periodic time source to keep krad time delays and time outs. Tick
intervals is between 10 and 100 ms. The fastertitkerate, the higher the overhead
imposed on the system. Whenever a clock tick oca@fS-1l increments a 32-bit
counter. A task can be delayed and a delayed @slalso be resumed. There are five
services for time management : OSTimeDLY(), OSTimm¥EMSM(),
OSTimeDlyResume(), OSTimeGet(), OSTimeSet().

Inter-task or inter process communication in uGlO$akes place using :
semaphores, message mailbox, message queues.ahaskgerrupt service routines can
interact with each other through an event contloth UC/OS-Il semaphores consist of
two elements : 16-bit unsigned integer count,dfgasks waiting for semaphore. UC/OS-
Il provides create, post, pend, accept and quamjces. Through message mailboxes a
task or an interrupt service routine can send atpoisized variable that points to a
message to another task. The available servicesessage queues are : Create, Post,
PostFront, Pend, Accept, Query, Flush. The uC/O8dssage queues are organized as
circular buffers. Figure 2.12 presents the way ithessage queues are organized as
circular buffers. The message queue has a stgpinger and an ending pointer that
define the the dimension of the message queue.&@atMdSQOuUt and OSQIn pointers
the message queue stores the pointers to messages.
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Figure 2.12. Message queue in uC/OS-II

The uC/OS-II file system (UC/FS) is a FAT file syt which can be used on any
media. To this file system basic hardware accesstifans has to be provided. This file
system offers MS-DOS/MS-Windows compatible FAT18d &AT16 support. Multiple
device driver support allows to access differepesyof hardware with the file system at
the same time. A device driver allows accessingeiiit medias at the same time.
UC/OS-II offers OS support for integrating its fdgstem into any OS.

3. Reconfiguration asa serviceto RTOS

In this I will discuss about systems that integreg¢al time operating systems,
FPGAs and reconfiguration technique.

3.1. Reconfigurable computing system

The reconfigurable computing systems contain agesor embedded in an FPGA
[6]. In these systems the hardware tasks are plactw® FPGA. One of the problems of
these systems is that the decision where a taslkpped determines the fragmentation of
the reconfigurable surface of the FPGA. A high fnagtation can lead to a situation
where there is enough space on the chip but ipisasl all over the FPGA. In this
situation a task that would normally fit in thase could not be mapped.



In figure 3.1. it is presented the system modekwiimg of a CPU and a FPGA.
The CPU runs operating system functions that martage reconfigurable system
resources available in the FPGA. The tasks thateaare stored in a queue until they are
placed
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Figure 3.1. The system model and the OS modules [6]

and executed in the FPGA. The scheduler determvhésh of the tasks should be loaded
and executed and calls the placer to determineod turation for the task. Every time
the placer finds a good location for the task,|lti@ler conducts all the necessary steps to
load the task on the FPGA and start its executdimen the task finishes its execution all
the reconfigurable resources occupied by the teskeed.

For this system there can be an arbitrary numletasks. There are no
precedence constraints between the tasks and doaiteon times are unknown before
execution. The system deals with online scenamdsch means that the operating
system does not know in advance at what time thlestarrive and what will be their
proprieties. Also the system assumes that the tasksot be preempted.

The task can be described by the task width, tehaight, the execution time of
the task, the arrival time and the maximum allowst to execute the task. This kind of
system [7] has an arrival queue that is sortedrdoog to the timeout of the task. The
timeout is the deadline of the task. The scheduies to place the task with the closest
deadline. The scheduler will reject timed out tasks

In [8] the authors created a network of FPGAs tirate capable of reconfiguring.
They connected the system through the RAPTOR208i@sy RAPTOR2000 consists of
a motherboard with six application specific extensmodules that can connect FPGAs,
network interfaces, SDRAM memories. The system h&oa PCI interface to connect to
the host computer. This system offers high bandwaitd low latency communication
between the FPGAs. A software library has been Idped that offers access to
RAPTOR2000 from C programs on host computer underddws or Linux. The host
computer, a PCI bus device or an ASM can startrélsenfiguration of another ASM.
Thus it is possible that an FPGA reconfigures fitgeing the reconfiguration data that is
located in the system, hence self-reconfiguratsoobitained.

The article [9] proposes an alternative view to alpic execution of hardware
tasks treating them as replacements for the saftweocesses. The solution presented in
this paper offers the possibility to integrate irsteaightforward manner the software



reconfigurable resources in the software desigw.fldhis paper presents the fact that
during creation, communication and destructionsibféware tasks and the hardware tasks
are considered the same. The goal of this papetavasike software and hardware tasks
interchangeable during the execution. This meaas dh run-time there are no strong

bindings between the computational resources.

The communication between the hardware and softwares of this kind of
systems [9] can be done through FIFOs. Pipe ankkssoftware can be mapped almost
directly to the hardware FIFO buffers.

As opposed to [6] where a task runs from the bepdm the end without
interruption, in [10] the authors propose a systehere tasks can be preempted. The
preemption is done based on the priority of thi.tas

In [11] the system consists of a reconfiguratiorpmut and a centralized
reconfiguration manager that is able to handle dyoaeconfigurability, on top of a
Linux based OS. The reconfiguration support hagahewing benefits in the design of a
reconfigurable system : simplification of softwasalls, increment of code reuse and
portability, support of different low-level implemttions of the OS reconfiguration
support.

In [12] the authors introduce a new method of comicating between the
hardware thread and the operating system. In tisgguaethere is a sequential state
machine that is used for the interaction betweenadjerating system and the hardware
thread. Thus the hardware thread consists of tw®WVIdrocesses : the synchronization
state machine and the user logic.

As opposed to [6] where the area of the FPGA wag assigned to the tasks in
[13] the reconfigurable area is divided into twgioms : operating system frames and
hardware task area. The operating system framesinsrfunctions that constitute the
runtime part of the operating system.

3.2. Placement

Placement in the context of reconfigurable commqmutsystems means that we
have a set of tasks that are scheduled by the slgnezhd that need to be placed on the
FPGA at a moment of time.

For determining where a newly arrived task shdwédplaced, the area must be
managed. The area is managed by marking each ClLiBeasor used and check all
possible locations for an arriving task. The arted are allocated to the tasks have a
rectangular shape [6].

The Bazargan’s partitioner [6] splits the free cgpanto two smaller rectangles
either vertically or horizontally. Because a fresctangle can be split into two new
rectangles a binary tree is used to representPi@Arstate. The free rectangles are leaves
of the binary tree.

An enhanced Bazargan partitioner [6] can be ustéye the splitting decision is
delayed and the overlapping rectangles are managetestricted form.

Another partitioner is the on-the-fly partitioréi that it's implementation differs
from the enhanced Bazargan partitioner only in #ilatectangles of a subtree might be
resized at a later point in time. The on-the-flytip@ning was enhanced with the resizing
of rectangles upon task deletion.



There was implemented a faster task placemenby&tarting to load the task
immediately after finding a good placement, withau#iting to update the internal data
structure that contains the binary tree. The plat@ntains a hash matrix additionally to
the binary tree. A suitable rectangle is foundanstant time by using the hash matrix.

The placer should not determine the scatteringnadll areas in the FPGA, this
would lead to a great fragmentation of the FPGA.[7]

In the system presented in [7] another methogbfacing the tasks in the FPGA is
presented. In the reconfigurable matrix of the FPiGGA task uses a cell in the matrix
then that cell is represented by a 0, otherwisea lpositive number. When a task is
inserted the cells above the ones that are occlyyi¢ke task are updated. When a task is
deleted the cells where the task was are updatgumbsdive number according to the
number of the free cell below that cell. This matis used because it facilitates the
process of checking if there is enough space tcaté a newly arrived task.

In the article [14] a heterogeneous placement rilgo is presented. The
algorithm uses a set of cells, each cell havingtilzation probability. The position
weight is defined as the mean of the utilizatioobability of the cells corresponding to
the feasible position of a requested task m. Degiavhich feasible position to select for
hardware task placement is done using positionhweig

The paper [14] defines a static utilization prolibfit algorithm that derives the
utilization probability of each cell, the weight$ the feasible positions and sorts the
feasible positions according to their weight.

The main concepts that static utilization prob#pifit algorithm uses are used
also by the run-time utilization probability fitgdrithm [14]. In the case of run-time
utilization probability fit algorithm the positionweights are updated on each task
placement or removal. Based on the available feagibsitions of a requested hardware
task m the run-time utilization probability fit @gthm generates at run-time the position
weights.

In the article [15] the authors propose a three sphalgorithm named
HeteroFloorplan for determining the resources &edarrea occupied on the chip by each
module of a design. First the method generatesrttipa tree where it uses min cut
partitioning of the module netlist. In the secondage the algorithm performs the
topology generation. In the third phase the albaritperforms the realization of the
slicing tree on the target FPGA. In this phasealgerithm performs a greedy allocation
of rectangular region to a module or a cluster aiter that it performs the allocation of
RAM and MUL (multipliers) primitives.

3.3 The use of microker nel concept

In the article [16] the authors present an apprdaaiards a reconfigurable RTOS
that is able to distribute itself over a hybridtatecture. In order to provide the necessary
services for the current application needs the X8donfigured online. By analyzing the
application requirements the system can decide bichwexecution domain (CPU or
FPGA) the required RTOS components will be pladedeconfiguration of the OS is
necessary whenever the OS components are not ptatieeloptimal way.

The system is created by using a Virtex 2Pro FRSAhe core of the system.
This FPGA chip is used due to its ability to pdlyiaeconfigure at run-time and because



it contains two embedded processors. The FPGAthasaonfigurable part divided into
n slots. An OS service framework is provided byhesiot.

The services that compose the RTOS may run aitivéine CPU or on the FPGA.
There are two versions in which the reconfiguradevices are implemented : software
and hardware. The application tasks mostly runhen@PU and just the critical ones run
on the FPGA. The microkernel concept is used fertfiget RTOS architecture. In this
concept the operating system services and thecapiplh are seen as components running
on top of a small layer which provides basic fumcélities. Communicating in an
efficient manner among components running ovehiteid architecture is possible due
to the support that the communication infrastruetayer provides.

The problem of assigning RTOS components to tleedxecution environments
is modeled using binary integer programming. Theigasnent decision needs to be
checked continuously due to application dynamismend¢ the use of migration for
relocating the components is needed. This implies & service can migrate from
hardware to software or vice-versa.

The RTOS components of the system are located limited FPGA area and
limited CPU processor workload. Each componentdragstimate cost that represents
the percentage of the resource from the execuhwmanment used by the component.

In this article the authors define an allocatitgoathm. This allocation algorithm
is composed of two phases. The first phase staitts an empty CPU and FPGA
utilization. It starts to allocate resources on@U or FPGA for the components having
the smallest cost trying to keep a balance betwiden CPU and FPGA resource
utilization. The second phase means the refiniegatlocation by changing the previous
location of a component pair.

3.4. A simple example of a dynamic partial reconfiguration design

In the article [17] the authors presented a systeat used dynamic partial
reconfiguration technique. The design was madeafédilinx Virtex 2Pro FPGA, that
contains two embedded PowerPC 405 processors.eksisdigure 3.2, The FPGA was
divided into one static region (the pink color osithe FPGA) and two reconfigurable
regions (the red color). The reconfiguration waseahrough the PowerPC 405
processor (the green color), the system havingtbperty of self-reconfiguration. The
partial bitstreams were read from a Compact Flasmany and loaded into the patrtial
reconfigurable regions using the internal configioraaccess port (ICAP). The partial
bitstreams contained statistical test from the Mist suite. The results of these tests were
placed on one of the leds. The bus macros (the geltow) were used to interface the
partial reconfigurable regions with the processgsteam and the static region of the
FPGA.
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Figure 3.2. The implementation of a simple recamfaple system [17]

4. Integrating dynamic partial reconfiguration techniqueinto uC/OS- |

In this project the real time operating systemQ@®&-1 was used. This operating
system was enhanced with the ability to work widwrdware tasks. This ability is
guaranteed by using the dynamic partial reconfigumatechnique. In the following the
system will be presented and it will also be présegrthe way to make a preemptive
system.

4.1. The system

The system is build using the uC/OS-Il operatiysteam and the dynamic partial
reconfiguration technique. In figure 4.1 a top vieWthe system is presented. In this
picture it is presented the uC/OS-1l component Whi a real time operating system
running on a processor. In the case of this wdrks the MicroBlaze processor. The
Microblaze processor is a soft processor that anmshe FPGA. The operating system
contains basic components to ensure the properingoif the applications that run
above. The FPGA contains a number of n partial mggorable regions in which the
hardware tasks run. For each partial reconfiguradigon there is data that enters the
reconfigurable module and data that exits the regarable module that is placed in the
partial reconfigurable region. The hardware taskat tare placed in the partial
reconfigurable region communicate with each otteough the software task that is
created on the uC/OS-Il operating system. This imskeated when starting the operating
system and has a high priority. This task enalllesbmmunication of two hardware



FPGA

datain O
uC/Os-11 Partial reconfigurable region 0
dataout D
]
]
] ]
datain n )l

Partial reconfigurable region n

dataoutn

Figure 4.1. The top view of the system
tasks through the use of message mailbox. Indigu? is presented the way a software

mail box for the hardware (hardware mail box) iplkemented. The hardware mail box is
implemented as an array of n

hardware message mail box
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to
message

Figure 4.2. Implementation of the hardware mail box

elements, each element contains two references reference which is called “to” to the
identifier of the destination task and one refeeetw the message. The indexes in the
hardware message mail box array are the identiikthe tasks. The hardware message
mail box works like this : if we have at an indexnathe hardware message mail box
array and we have stored at the reference to thsifebr b then the message is sent from
the task with the identifier a to the task withntléer b. The software task when it runs
verifies each of the tasks that are working on RR&A chip and determines which of
them send messages. A message is kept in the dutfjet of the hardware task until the



message is taken from it and an acknowledgemeséns to the hardware task. Also
when a task is waiting for a message the softwasike $ends the message to it and sets a
bit in the input buffer of that task in order fdrat task to know that it has received the
message. A better implementation of the hardwargsage mail box is to have instead of
a simple reference to the message a referencguewe and to introduce the message in
that queue. The queue can be of type First In Bitgt The reference of to should also be
implemented as a queue which should be synchromtbdthe message one. Figure 4.3
presents this type of implementation. The needhigfdtructure that keeps the messages is
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Figure 4.3. The implementation of the hardware reg@ssnail box by using queues

that the software task that deals with the hardwask can be preempted before
delivering the messages. Also when delivering asags the code that makes the
delivery possible should be placed in a criticatiss.

The necessary information a hardware task showldtam in software is
presented in figure 4.4. The name field contaiesnidime of the task. The inputs field

Hardware task

Name

Inputs

Number of inputs
Priority
Identifier

Figure 4.4. The necessary information for a hardwask

contains an array of inputs for the hardware td$le number of inputs field tells how
many inputs are in the inputs array. The priorigjdf gives the priority of the task. The
identifier field gives the identifier of the hardweatask. This structure is kept in the
software part of the operating system and it isdusben creating a task and before
assigning it to the hardware task list.

Figure 4.5. presents the hardware task list. Tdrelvirare task list is a list that
contains at each node data about the task thatatsnation is stored in that node. The
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Figure 4.5. Implementation of the hardware tagk lis

List is indexed by the priority of the task, sodwaare task list[4] gives the information
related to the hardware task stored at index #enist that has the priority 4. Each node
in the list contains the following information :emame of the hardware task, the inputs
of the hardware task, the number of inputs of thelWare task, the intermediate values
of the hardware task, the number of intermediatiies of the hardware task, the
identifier of the hardware task and the statushef hardware task. The intermediate
values of the hardware task refers to the valuasate stored in the software part of the
operating system when a hardware task is preempted.

In figure 4.6 it is presented the way the hardwsmieeduler and hardware context
switch is called. Periodically the timer componemlls the software scheduler to
schedule the new task that is going to run on tieegssor. Then the software context
switch is called. If the scheduler schedules aedsffit task than the one that is on the
processor then the context switch has to preeneptatdk that is running on the processor
and to allocate the processor to the new taskelfsbftware task that is scheduled is the
one that deals with the hardware tasks then it @all the hardware scheduler and the
hardware context switch. The hardware schedulexcidbs the hardware task for each of
the different partial reconfigurable regions. Therdware context switch is responsible
for storing the information related to the hardwtagk that is running on the FPGA and
doing the partial reconfiguration. By using the dgmc partial reconfiguration technique
the old hardware task is swapped with the new haretask.
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Figure 4.6. The way the hardware scheduler andn@edcontext switch is called

In the following there will be presented the madart of the algorithm for
scheduling the hardware tasks and the algorithmsvi@iching the context. The algorithm
for scheduling is presented in the following :

int OS_SchedHw (void)
{
running = MAXHARDWARETASKS,;
foreach identifier of a hardware task
if the identifier of the hardware task indicateshardware task
running then running = the value of the identifier;
fi;
end foreach;
higherPriorityTask = running;
foreach identifier that is smaller than running
if there exists a higher priority task then highorityTask = identifier;
break;
fi;
end foreach;
return higherPriorityTask;

}

In this function the first foreach structure tetdhere is a tasks that is currently
running. The second foreach structure tests iktiera task that has a higher priority than
the one that is running. If there is a task tha &ahigher priority than the task that is
currently running than the scheduler schedulestdsht to be executed. If this is not the
case than the scheduler returns the value MAXHARREAASKS which means that
there isn’t any new task that should be schedueldran on the next context switch.



In the following the algorithm for the hardwarentext switch will be presented :

void OS_HardwareCtxSw(int prio)

{

If prio==MAXHARDWARETASKS then return;

Foreach identifier of a hardware task

If the hardware task has the status set to rgnthien
If the hardware task is running then

Preempt the task
Wait until the tasks stops running
Copy the intermediate values that the taskudatp
Modify the status of the task to preempted
Else
Modify the status of the task to stopped
Fi;
Break;

Fi;

End foreach;

If the task that has the priority prio has thest preempted then
Restore the task to its running state with ttermediate values;
Change the status of the task to running;

Else
Dynamically swap the module that resides in théoregvhere the
hardware task is placed
Change the status of the task to running;

Fi;

}

The pseudocode presented above describes the w@ytext switch is done for
the hardware tasks. The software first tests ifgherity of the hardware task that was
obtained by scheduling is equal to MAXHARDWARETASKWS it is equal then this
means that the scheduler did not find any taskcteedule and no context switch is
needed. If it is not equal then the context swjitobcedure tests to see if there is a task
that is running and that needs to be preempteateft is a hardware task that needs to be
preempted the task is preempted and its intermeedadties are stored. The preemption is
done only after waiting for the task to executeilumtpoint where it can be preempted.
The status of the task is modified to preemptethdfhardware task stopped running then
it does not need to be preempted and its statmedtfied to stop. If the task that has the
priority prio has its status preempted then thermediate values of the task are restored
to the hardware task and its status is modifiedutming. If the status of the hardware
task is not preempted then this means that theidaskask that needs to be started. In this
case the hardware task is reset and then starteidisastatus is modified to running.



4.2. Designing a preemptive har dwar e ar chitecture

In figure 4.7 it is presented a hardware architectthat can be seen as a
preemptive hardware task. The architecture contaifusictional units and has n inputs.
The inputs are buffered in n registers that arequaat the input of the system. The
system receives a global clock signal. The preamapgiart of the system is made of the
middle registers, the multiplexers, the demultipleand the counter. Each result of the
processing done by the functional unit is stored the middle registers. The preemption
can occur during the time a functional unit is dpits work, but this preemption will not
be taken into account in that moment, it will b&eta into account only when the
functional unit writes the middle register. Sohtpreemption occurs than the output of
the n output multiplexer will output the value thaistored in the middle register. So the
software part of the operating system can storenteemediate value. Also the software
part has to store the value of the counter anddhee of the outaddress signal. When the
hardware task is resumed the value of the resatt\fas stored at preemption is put on
the instored line, the value of the counter is émhéhto the counter and the value of the
signal outaddress that was stored at preemptiorsésted on the inaddress line. So this
architecture permits preemption but only at specifoments in time.
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Figure 4.7. A hardware architecture that can ba sse preemptive hardware task

5. Reaults

During the development phase there were implerdemere than one hardware
architectures. These hardware architectures wepdemented because the operating
system does not fit the local memory available ba EPGA chip. In figure 5.1 is



presented a hardware architecture that involvesutiage of DDR2 SDRAM external
memory to hold the instruction, data, heap andckstachis picture it can be seen that the
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Figure 5.1. The hardware architecture that conthieODR2 SDRAM external memory

DDR2 SDRAM memory is connected to the MPMC conéolihat controls its way of
working. The MPMC controller is connected to theBP¥46 Bus. The reconfigurable
partition RP is stored in the User logic block thahnects to the IPIF module. The IPIF
module connects to the PLB v46 Bus. The MDM modsleised for debugging the
system and it is connected to the PLB v46 Bus. XIR8& _HWICAP module controls the
hardware ICAP (Internal Configuration Access Poirfithe ICAP is used during the
partial reconfiguration design to swap the recantdple modules. The Compact flash
card is connected to the System ACE controllers Tointroller is connected to the PLB
v46 Bus and its main task is to control the Comfilash, to read or write to the Compact
flash. The UART is connected to the PLB v46 Bus draffers a connection from the
system to the user, in which the user can obsdreenay the system is working. The
instruction segment, the data segment, the stadkhaap segments for the application
that run on this architecture was kept in DDR2 SIMRAhe system worked well in the
Xilinx software development kit, but when it was eds with dynamic partial
reconfiguration it did not work anymore. The probl¢hat happened is that when the
system started it did not find the correct addfesshe program that was stored in the
DDR2 SDRAM memory. This way the code that was stoire the DDR2 SDRAM
memory, in the instructions segment could not beceted so the system stopped
working. This problem was encountered for the gsysthat used the dynamic partial
reconfiguration technique. The way to manage thigblem is to use a boot loader
program that when executed should load into théesyshe instruction available in the
DDR2 SDRAM at a specific address.

In figure 5.2 is presented another version of thedware architecture in which
the DDR2 SDRAM memory was replaced with a BRAM colér and a BRAM
memory. The BRAM memory (BlockRAM memory) is contestto the PLB v46 Bus
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Figure 5.2 A version of the system that contaiBRAM memory

through the BRAM_if cntlr. This controller controthe reading and writing to the
BRAM memory. The problem that | have encounterethia design is the same as the
previous one, the system didn’t know that the cmds kept in the BRAM memory. So at
the start of the application the system did notvkrbat it had to jump to an address in
the BRAM memory. This problem was encountered liersystem that used the dynamic
partial reconfiguration technique.

In figure 5.3 it is presented the same systemawitlBRAM memory and with a
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Figure 5.3. The hardware architecture of the systéina timer
timer. The system works correctly in Xilinx softeadevelopment kit but when the
dynamic partial reconfiguration technique is inwodd it does not work properly
anymore. The problem is the fact that betweenithertand the function that initializes
the ICAP there is a conflict. The only solution &miving this conflict was to remove the



timer from the system. Instead of using a hardwiarer the operating system running on
the Microblaze processor is using a software timer.

This way | obtained the final version of the haadlevarchitecture that is presented
in figure 5.4. The instruction, the data and thaghand stack are kept in the local
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Figure 5.4. The final version of the hardware aedture

memory that is controlled by the LMB controller. @e compact flash it is kept the full
bit stream that is used to first configure the systind the partial bit streams. The UART
implements the RS232 protocol and is connectetieédRS232 connector of a computer
through a connection cable. The data is viewed lb@ tomputer through the
hyperterminal.

In figure 5.5 is presented the hardware architecti the preemptive hardware
task that contains a hierarchy of multipliers. Hnehitecture is a particular version of the
one that was presented in the section 4 of thisrtéfigure 4.7). This architecture is the
one that it is placed as reconfigurable module hie teconfigurable region. The
architecture contains 4 multipliers placed in ardmiehy. The multipliers are separated
from the each other by a set of registers. Theit@cture is preemptible. The mechanism
of preemption is done through the multiplexers #imel demultiplexer present in the
architecture. When a preemption signal is activéitedsystem waits for the data signals
to reach one of the internal registers of this ieckure. When the data arrives at one of
these registers the data is inserted into the texgand after that it is sent to the big
multiplexer that is placed at the bottom of theh#exture. Depending on the register that
emitted the data the counter selects the apprepngit into the multiplexer. The output
of the big multiplexer that is at the bottom of thierarchy is stored along with the value
of the counter and the value of the address tlatdmtrol unit outputs. When the task is
resumed the value of the output of the multipleiseplaced on the input line of the
demultiplexer (instored), the value of the coumddoaded and the address for the control
unit.
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In figure 5.6 it is presented the hardware archites of the hardware task that is
composed of a hierarchy of dividers. The functignaf this architecture is the same as
the one presented above for the task that is coadpaisa hierarchy of multipliers.
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Figure 5.6. The hardware architecture of the hardwask that is composed of a
hierarchy of dividers



In figure 5.7 it is presented the difference betwé¢he execution time in cycles
between the implementation of the hierarchy of ipligrs and dividers in software and
in hardware. So it can be observed that in the ehkerarchy of multipliers the
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Figure 5.7. The difference in execution time fag Hoftware and the hardware
implementation of the hierarchy of multipliers aididers

difference is significant. The number of cyclestttiee hardware implementation of the
hierarchy of multipliers is 8 and in the case oftware implementation is 50. The
number of cycles that the hardware implementatibthe hierarchy of dividers is 132
and in the case of software implementation is 14RBe data for the software
implementation is taken by studying the assemblyecthat resulted from writing the
code in C language. The clock frequency of the bhtaze processor is the same as the
one that drives the hardware implementations sotimeber of cycles can be compared
and accounted as time. The low value for the exmtutime of the hardware
implementation of the multipliers can be explaitieugh the fact that there were used
DSP 48 components that contain hardware multiplieas have a latency of one clock
cycle. From this data we can conclude that thevaarel implementation of the hierarchy
of multipliers is executing faster than the softevanplementation. This result motivates
us to implement the tasks in hardware becausewiiegxecute faster than in software.

In the table 5.1 it is presented the usage ofr¢lseurces available on the FPGA
by the complete configuration containing alternalfpvthe hierarchy of dividers and the
hierarchy of multipliers.

Table 5.1. The usage of resources available oRR&A

Design with hierarchy of Design with hierarchy of

multipliers dividers
Number of slice registers 3112 out of 69120 30680669120
Number of slice LUTs 3106 out of 69120 3114 ou69120
Number of occupied slices| 1548 out of 17280 15190647280




In the case of the design containing the hierarchydividers the maximum
allowed clock frequency is 107.643 MHz. The maximatiowed frequency for the
design containing the hierarchy of multipliershe same as for the design containing the
hierarchy of dividers.

The reconfiguration time for the reconfigurabledule that holds the hierarchy of
multipliers as well as the one that holds the hama of dividers is 244 ms. The
reconfiguration time is directly proportional toetldimension of the reconfigurable area.
In the case of the hierarchy of multipliers andidkvs the partial bitstream is 103 KB.
The full bistream is 3799 KB.

6. Conclusions

During this project it was modified the uC/OS-lpevating system to
accommodate the partial reconfiguration techniduee service which was introduced
implied the use of hardware tasks for which thetexinswitch is done through the use of
dynamic partial reconfiguration. There were creat®d hardware tasks , one which
contained a hierarchy of multipliers and one whadmtained a hierarchy of dividers.
These hardware tasks were managed by a softwakertasing on the uC/OS-II
operating system. The uC/OS-1l operating system faging on the Microblaze soft
processor. In this work it was presented the cotegstem hardware architecture, that
did not contain a hardware timer. The job of thedieare timer was done by a software
timer, that simulated the working of the hardwaneet.

The results that were obtained indicated thastifevare version of the hierarchy
of multipliers and dividers was executing in madred than the hardware implementation
of these hierarchies. Also the results of thisgobjndicated that the reconfiguration time
is considerably high (hundreds of ms), so in orttelbe efficient to use the partial
reconfiguration technique we need that the hardtemleto execute far more rapidly than
the software counter part. This way the time focordiguration plus the time for
execution of the hardware task to be less thartithe needed by the software task to
execute.
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