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Abstract

Following Pesaran (2006), it is shown that the cross sectional averages of dependent
variable and regressors in a panel data model with dynamic multifactor error structure
can be used as proxies for unobserved common factors in the band spectrum regres-
sion. Basing on the idea of Corbae, Ouliaris, and Phillips (2002) it is shown that even
if common factors are not dynamic, band spectrum regression must be estimated as in
the dynamic case due to correlation between regressors and common factors. Method
is applied to price equations.

KEYWORDS: Band spectrum regression, panel data, cross sectional dependence,
dynamic factors
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1 INTRODUCTION

1 Introduction

For the last few decades there has been a growing interest on the usage of panel data for
the analysis of time series properties of economic variables. For example, an important
development in analysis of panel data has been the introduction of dynamic models with
a lagged dependent variable among the regressors, for the analysis of the datasets where
the cross section dimension is large but the time dimension is relatively small. In this way,
researches attempted to see the persistent characteristics of variables over time but using
also cross sectional variation. In an influential paper, the findings of Nickell (1981) showed
that when a lagged dependent variable is present in a panel dataset with a short time span,
the usual fixed effects estimators are not consistent, as the number of cross sections goes
to infinity. This fact led to some approaches using Instrumental Variables (IV) to correct
for this inconsistency. Starting with the seminal papers by Anderson and Hsiao (1981) and
by Holtz-Eakin, Newey, and Rosen (1988), the dynamic panel data models became more
popular in economics. These works were followed by the Generalized Method of Moments
(GMM) estimators of Arellano and Bond (1991) and the system GMM estimators of Blundell
and Bond (1998). These estimators found their places in almost all areas of empirical
economics. Some important applications include economic growth studies, such as Caselli,
Esquivel, and Lefort (1996) who showed that the standard Barro type growth regression
can be written as a dynamic panel data model. Based on this observation they concluded
that the earlier results on convergence rates such as the one obtained in the original paper
by Barro (1991) can be highly misleading. A survey of the use of GMM estimators with
special emphasis on economic growth models can be found in Bond, Hoeffler, and Temple
(2001).

On the other side, besides this literature on large IV, small T' panels, with the increasing
availability of larger panel datasets, such as Penn World Tables and World Development
Indicators of World Bank, researchers have been more interested in time series properties
of panel datasets. This type of analysis usually deals with the integration characteristics
of datasets. The main focus of interest is, namely, unit roots and cointegration in panel
data. It has been seen as an advantage to use cross sectional variation to gain efficiency,
and, draw more accurate inference about unit roots and cointegration. This is mainly an
idea arising from the observation that we can increase the power of unit root tests using
multiple realizations of a variable. This thought led the panel data applications in economics,
such as contributions to the never ending discussion on Purchasing Power Parity hypothesis
(for some early applications, see Wu, 1996; Oh, 1996; Frankel and Rose, 1996; MacDonald,
1996), Fisher relationship (see Coakley, Fuertes, and Smith, 2006; Westerlund, 2008), and
Feldstein-Horioka puzzle (see Coakley and Kulasi, 1997; Ho, 2002; Coakley, Fuertes, and
Smith, 2006, among others). The general gains from using panel data are listed in Hsiao
(2003) and Baltagi (2008). The literature on the analysis of nonstationary panel data is
now growing with the view of nonlinearities, such as structural breaks in trends (see, for
example Lee and Strazicich, 2003; Banerjee and Carrion-I-Silvestre, 2006).

Even though the nonstationary panel data literature is growing rapidly there has not
been a high interest on some different aspects of time series analysis of panel data. As
stated, nonlinearities are being considered for the correct inference on unit root and coin-
tegration tests, however the possibility of nonlinearities is taken into consideration only in
time domain and since the cyclical behaviour common to different realizations of a time se-
ries did not draw enough attention, nonlinearities in frequency domain were not considered.
In the pure, stationary time series case, starting with the primary work of Hannan (1963a)
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researchers have been interested in the analysis of multiple regressions in the frequency do-
main. Related to the earlier works of Whittle (1951), this method was decomposing the
time series into different frequency components by taking the Fourier transforms of vari-
ables with the aim of investigating the relationship in different frequency bands and was
making no distributional assumptions on the error term of the model, other than station-
arity. This paper of Hannan was followed by other important works of his, which made
use of the frequency domain regression techniques. He showed that these techniques can
be used for the models with measurement errors (1963b) and Hannan and Terrell (1973)
applied the techniques to multiple equation systems.! Since, in economics some theories
predict different relationships between variables in the short and long run, the estimators
proposed by Hannan found a natural area of application within economics. They were used
in economic applications firstly by Sims (1972) and Engle (1974) to distinguish between
different time horizons. Engle showed that this method can be applied easily using any
econometric package after taking the Discrete Fourier Transform (DFT) of the variables,
filtering certain frequencies and inverting the resulting complex series into time domain
again. He applied the tool to permanent income hypothesis which forecast a different value
of marginal propensity of consumption in the long run and in the short run.2

However, contrary to the fact that most of the economic time series follow either deter-
ministic or stochastic trends, these methods were assuming stationarity of the variables in
the model. Even though the general treatment of the serial correlation structure of the error
term was a quite powerful aspect of the method, the stationarity assumption made it diffi-
cult to apply in economics. This problem was addressed by Phillips (1991) who employed a
vector error correction model for the spectral analysis of time series and first showed that the
frequency domain techniques can be used to estimate the cointegrating vectors efficiently.
This work further extended by Corbae, Ouliaris, and Phillips (1994) who used the cointe-
gration vector estimation method of Phillips but employed IV techniques for the estimation
of high frequency parameters. They applied the cointegrating system to permanent income
hypothesis and found that results obtained by Engle (1974) can be misleading. This work
was further developed by them in their following works (1997; 2002).

As mentioned before, these developments in analysis of economic time series remained
as a problem of the analysis of a single realization of time series. In an early, and to the
knowledge of the author, the only paper on the spectral analysis of economic panel data,
Beggs (1986) discussed the problem of estimation of spectral density.> He developed a panel
Autoregressive Moving Average (ARMA) model to explore the hidden periodicities. In the
pure time series case, the only source of error correlation is the persistence over time and this
can be handled using the frequency domain techniques, as indicated. However, in panel data
models the error correlation can also arise from the dependence within the cross sections.
Beggs modelled this cross sectional dependence using a common factor structure, namely, he
introduced a random component in the model which is changing over time but has an effect
on each cross section with the same order of magnitude. Using the idea of Balestra and
Nerlove (1966) on random effects models he showed that we can overcome some difficulties
in spectral analysis of time series such as the need of smoothing the periodogram, by using
different realizations of time series. As will be discussed later, the paper by Beggs was on the

IFor further works on estimation of distributed lag relations see Hannan (1965) and Hannan (1967).

2Engle, further investigated some small sample properties of the band spectrum estimators in Engle and
Gardner (1976), applied the method to the price equations (1978), gave the maximum likelihood estimators
for the band spectrum regression (1980a), and dealt with the hypothesis testing problem (1980b).

3For a work out of economics, investigating the spectral analysis of panel data with the special emphasis
on discrete time series see Beckett and Diaconis (1994).
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univariate case and the spectral analysis of multivariate models with explanatory variables
is still an open question.

Another simplifying assumption of the model by Beggs which can be seen as a shortcom-
ing in economic applications was about the way of dealing with the common factor affecting
the cross sections. As stated, he considered only the case where common factor has the
same effect on each individual of the panel. Today, there is a growing literature about the
estimation of panel data models with cross sectional dependence in different forms. Besides
the literature on spatial dependence where there is a natural way of measuring the distance
between cross sections (see Driscoll and Kraay, 1998; Conley, 1999; Pesaran, Schuermann,
and Weiner, 2004, among others) the common factor models with heterogeneous factor load-
ings on cross sections are becoming increasingly popular. These models can be seen as a
generalisation of the so called two way fixed effects model where we use a dummy variable
for each period to control for the time varying conditional expectation of the dependent
variable of the model. In the case with heterogeneous factor loadings we can relax the
constraint of same effect on each cross section which is more realistic in many economic ap-
plications. Also, the common factors can be stochastic and unobservable which makes the
analysis more difficult. In their paper on dynamic panel data models, Holtz-Eakin, Newey,
and Rosen modelled this kind of cross sectional dependence with a single unobserved com-
mon factor which has a time varying factor loading. They proposed a quasi differencing
procedure to eliminate the common factor.

In the view of this idea of elimination of common factors we can divide the literature into
two parts. One includes some works which treated the factor loadings as nuisance parameters
and concerned only with the estimation of slope parameters of the model and the other one
where some research focused on the estimation of factor loadings. This second group of
papers includes Forni, Hallin, Lippi, and Reichlin (2000, 2005), Stock and Watson (2002),
Bai and Ng (2002) and Bai (2003). These papers are based on large N, large T setting
and concerned with the consistent estimation of dynamic factors. The other group includes
Coakley, Fuertes, and Smith (2002) and Phillips and Sul (2003). Instead of focusing on the
estimation of factors and associated factor loadings Coakley, Fuertes, and Smith are dealing
with the problem of estimation of the parameters of explanatory variables and Phillips and
Sul are discussing the estimation of an autoregressive parameter in a model where there is
no exogeneous variables.

The models in these papers are restrictive in terms of these assumptions. First, contrary
to their statements the Principal Components (PC) method proposed by Coakley, Fuertes,
and Smith does not produce consistent estimates of the regression parameters if the ex-
planatory variables are correlated with common factor. This was proved by Pesaran (2006)
and he suggested a general framework for consistent estimation of slope parameters. The
idea underlying the method by Pesaran is that the cross sectional averages of dependent and
independent variables are suitable proxies of the unobservable common effects, as N — oo.
Therefore, a regression model which is augmented with these averages produces consistent
estimates of the individual specific slope parameters (Common Correlated Effects (CCE)
estimators). He also gives the conditions for consistent estimation of cross sectional means
of these parameters (Common Correlated Effects Mean Group (CCEMG) Estimators), and
proposes a pooled estimator (Common Correlated Effects Pooled (CCEP) Estimators) when
slope parameters are homogeneous across cross sections. These estimators, further shown to
be robust in the presence of spatial dependence in the work by Pesaran and Tosetti (2011)
and Kapetanios, Pesaran, and Yamagata (2011) generalized the method for the analysis of
panels with nonstationary common factors.
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In this paper we extend the model by Pesaran using a distributed lag structure in ex-
planatory variables and consider dynamic unobserved common factors. Following the works
by Hannan (1963a,b) and Corbae, Ouliaris, and Phillips (2002) we are making an assump-
tion on the transfer function of the filter coefficients which is similar to the structural break
assumption in the time domain and showing that the DFT’s of the cross sectional averages
of dependent and explanatory variables can be used in the frequency domain regression
with the aim of consistent estimation of band dependent slope parameters in the model.
We also show that the idea given by Corbae, Ouliaris, and Phillips (2002) on the use of
Frisch-Waugh theorem for eliminating the variables of secondary interest in the time do-
main prior to spectral regression indicates that the estimators proposed by Pesaran are not
consistent while the slope parameters are frequency dependent even if the common factors
in the model are not dynamic, therefore stable across frequencies. The consistency results
directly follow from the proofs given by Pesaran, asymptotic distributions of the estimators
follow the asymptotic normality and independence of Fourier coefficients.

2 The Model

The model we have is a distributed lag extension of the multifactor error model of Pe-
saran (2006). We are supposing that the dependent variable is generated by the following
heterogeneous panel data model.

—+oo
Ynt = a;dt + Zﬂ;jqf'n,t—j + ent
(1) =0
=al di+ Bn(L) Tnt + ent

where y,; is the tth observation on nth cross section and n = 1,2,..., N, ¢t =1,2,....T.
Therefore, we are considering only the balanced panel data case. In the model, the d x 1
vector d stands for the observable, nondynamic common factor component of the dependent
variable and it may contain constant, seasonal dummies etc. and also other observable
stochastic variables. Thus, the usual fixed effects model for panel data is a special case of
this model. The k x 1 vector @, is the vector of explanatory variables and we will specify
the generating mechanism for these variables in the following. In this equation 3,; is the
vector of time varying parameters of our interest. In the next section, if they are random,
we will be interested in estimation of the cross section averages of these parameters and, if
they are homogeneous we will focus on the estimation of 3;. We are modelling the cross
section dependence with a multivariate dynamic factor structure in the errors. For nth cross
section unit at time ¢, e,; has the following form.

+oo
Ent = Z'Y,:ljft—j + €nt
(2) iz

=Yn(L) ft + €nt

f+ are the m x 1 vector of common factors affecting every cross section unit n at time ¢ and
Ynj are the corresponding factor loadings. Therefore, we are considering the general case
where the common factors have a different effect on each cross section unit and in addition to
the model by Pesaran, we are assuming a dynamic factor structure. This model can be seen
as a generalization of the common practice in application, adding time specific dummies in a
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panel data regression. In the model €,; are the individual stochastic component. Throughout
the paper, we will assume that €,; is a mean zero, stationary time series.

We are assuming multiple explanatory variables in the model. The k x 1 vector @, is
the vector of explanatory variables and we will specify the generating mechanism for these
variables in the following way.

400
3) Tt = Al dy + Z I‘{nj.ft—j + Unt
=0

= A,,,-,,dt + Fn(L)/ft + Unt

Therefore, we are assuming that the regressors x,,+ can be correlated with the observed and
unobserved factors. Again, the d x 1 vector d; is the observable deterministic or stochastic
component and I',, is the matrix of factor loadings. As in the previous equation vy, is
the individual specific stochastic component of regressors, namely the stochastic part other
than the observable and unobservable common factors. Again, we will assume that this
stochastic component v, is a mean zero, stationary time series.

Now let us substitute equation (2) into (1) and stack the resulting model with equation
(3) and define the random variable sy in the following way.

(4) Snt = ( gnt ) = Bp(L)'di + Cn (L) ft + Unt

nt

where

Bo(L) = (an An) < au) I, >

€)= (3@ 1)) ( g 1oy 1)
s ( Br(L) vt + ey ) ,

Unt

The critical condition about the estimation of the model in Pesaran (2006) is the rank
condition concerning (a static version of) the matrix Cy, (L) and this rank is determined by
the unobserved factor loadings. Throughout the paper, for the ease of exposition we will
assume that the rank condition is satisfied for each ¢, ¢t =1,2,...,T.

Finally we are defining the cross sectional averages of the observed regressors and de-
pendent variable in the equation (4). In the following section we will show that these cross
sectional averages can be used as observed proxies for the unobserved common factors.

(5) 3t = B(L)'di + C(L) f; + 14

where

~ | X ~ | X
B(L) = N ZBn(L) C(L) = N ch(L)
n=1

n=1

N

1
Ut = — Unt-
N 1
n=
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Here, we took the equally weighted cross sectional averages for, again, ease of exposition.
Pesaran considers a more general framework for these averages and shows that the consis-
tency results concerning the proposed estimators hold for any weighting scheme satisfying
a set of “Granularity Conditions” which are satisfied for equal weights. However, even
though in small samples an optimum weighting scheme problem arises, for large samples it
is unimportant which weights are used.

As stated by Pesaran, this model setup is general enough to capture many usual panel
data models such as random coefficient model, one way and two ways fixed effects models etc.
In this paper we made an extension of the model by Pesaran to give a spectral interpretation
to the model parameters. Namely, we are allowing the parameters of interest to be varying
over time. In this way, using Fourier transforms of the variables we will formulate a band
spectrum regression. Even though it is becoming more popular using panel data for time
series analysis, mainly for unit root and cointegration testing, it is not so popular to explore
the cyclical components of the economic variables using panel data. In an early paper, Beggs
(1986) developed some basic tools for spectral analysis of panel data. He considers a panel
autoregressive moving average model with random time effects and discusses the estimation
of spectral density. Since it is one of the rare papers in this sense it may worth to compare
his model and the model we have in this paper. First of all, in this paper the main focus
is the estimation of the time varying parameters of explanatory variables. The paper by
Beggs, however, built on a univariate analysis. Also, he considers no heterogeneity in the
model. In his application, he uses data for unemployment in United States. In such an
application it may be appropriate to assume homogeneity across cross sections, however, in
a multivariate, multicountry model it is a necessity to consider heterogeneity across units.
Therefore, we are modelling this heterogeneity, too. Another source of heterogeneity in this
paper is the factor structure in the errors. Beggs considers a model with random time effects
which affect each cross section in the same amount. In this paper, the time varying common
effects have different impact on each cross section, which is a more realistic way to model
cross section dependence in a panel data.

3 Estimation

For the estimation of the parameters of interest, namely frequency dependent slope parame-
ters and factor loadings, we will make a set of assumptions concerning the transfer functions
of the filters in the models. These assumptions are standard in the band spectrum regression
literature. Here, we will briefly state these assumptions for our panel data case.

Assumption 1 (Individual Specific Stochastic Components) For each cross section

unitn =1,2,..., N, &nt = (€nt,v],,) are jointly stationary time series with Wold represen-
tations &€y = ;l-:og D,V ,t—j, where Ypy ~ I11D(0,3,) with finite fourth moments and
the coefficients ®,; satisfy the absolutely summability condition ijgjlmﬂi’njn < oo for
eachn =1,2,...,N. The spectral density function of Ent, can be partitioned as
fenen(X) 0
fentn W) =| 77
0 fvnvn (A)
for each cross section n = 1,2,..., N with strictly positive spectral densities, fe, e, (A) >0

and fu, v, (A) > 0 at each frequency .

10



3 ESTIMATION

Assumption 2 (Common Factors) The observed and unobserved common factors gy =
(di,, fi,)" are stationary time series with Wold representations g, = Z;F:Og Il;e.—j, where
g, ~ IID(0,9) with finite fourth moments and the coefficients IL; satisfy the absolutely
summability condition Zj;gjl/QHHjH < 00. Furthermore, they are distributed indepen-
dently of the individual specific stochastic variables €,; and vt for alln, t andt'. Therefore,
the spectral density matrices of common factors and individual specific stochastic variables
can be partitioned conformably as in the previous assumption and they are strictly positive

at each frequency.

Note that the absolute summability assumptions imply that the spectral densities of the
corresponding variables are bounded at each frequency and they are uniformly continu-
ous (Brillinger, 2001, p.23). Therefore, variances of these variables are bounded as in the
Assumption (2) of Pesaran.

As in Pesaran, we make the following assumptions about the expectations of unobserved
factor loadings and random parameter vector. We further specify that the transfer functions
of the slope parameters and factor loadings satisfy a structural break model in the frequency
domain, as in Corbae, Ouliaris, and Phillips (2002). To this end, we are defining two distinct
frequency bands Bp = [—Ag, Ag] and Bpe = [—m, —\g) U (Ao, 7] for a given value Ay > 0.

Assumption 3 (Factor Loadings) The unobserved factor loadings vnj and I'pnj are inde-
pendently and identically distributed across cross sections for each j with 7 =0,1,..., 400,
of the individual stochastic component vy of the regressors, the error term €, and the
observed and unobserved common factors g, = (dy, f;) for all n, n', and t. We further
assume that their roots lie outside the unit circle and, for each cross section n = 1,2,...,N,
the transfer functions given by vn(X) = Ejjg Ynje* and Tp(X) = j_:og Tje> satisfy
(6) n(A) = ’Yf]l[,\ezsp] + ’Yf IixneBpe]

(7) Ln(A) =T lpess) + Ty Lpespe

where ’yf, 758, I‘f: and I‘SC have fized means vF, vF°, TP and T'F° respectively, with
bounded Fuclidean norms. They satisfy the models

(8) vfz'yp—l—nln, Mn ~I1ID(0,Q,,), for n=1,2,...,N
(9) YPS = 4P L men, M~ 1ID(0,9y,,), for n=1,2,....N
with symmetric, nonnegative definite covariance matrices with bounded Euclidean norms.

Assumption 4 (Slope Coefficients) For each cross sectionn =1,2,..., N, the transfer
function of the filter B, (L) given by Bn(X) = j_:og Bnje? satisfy

(10) Bn(X) = BELpes,p) + BE Lpnesp.

where 55 and 571:‘:’ have fized means BF, BF°, respectively, with bounded Euclidean norms.
They satisfy the models

(11) BE =B + vin, vin~IID(0,Q,,), for n=1,2,...,N
(12) BP° = BF° + vap, van ~I1ID(0,9Qy,), for n=1,2,...,N

where Vins and vayns are distributed independently of Ynj, I'nj, Unt, €ne and the observed
and unobserved common factors g = (d}, f;) for all n, n' and (t — j), j = 0,1,..., 400
with symmetric, nonnegative definite covariance matrices with bounded Fuclidean norms.

11



3.1 Common Correlated Effects Estimators 3 ESTIMATION

Now let us define the following matrices of observations on dependent variable y.,,; and the
regressors nt. Xn = [Tnils Tn2y ..., LaT]’ is the T'Xk matrix of observations on regressors

and Ypn, = [Yn1, Ynis--->Yn7) 18 the T x 1 matrix of observations on the dependent variable
for each n =1,2,..., N. We define the row vector lj as
I, = (1’ e 2Nk e(T71)i>\,€>

where A\, = 27k /T are the fundamental frequencies with the imaginary unit ¢ = /—1. The
discrete Fourier transform matrix, L is defined as

1 i
L= (lg,li,...,l}_l)

which is a T' x T unitary matrix. Here, T stands for the complex conjugate transpose of the
matrix. The unitary matrix for transformation used in the paper will be given by W = EL,

with
0 1
2= 0)

which is a permutation matrix to reorder the rows of the DFT matrix L such that when we
compute Wy, for one of the cross sections, kth row of this matrix gives the DFT w, (\s)’
with s =k — 1.

We define the T x T" diagonal frequency selection matrix P as the matrix with ones on
the diagonal if the corresponding frequency is included in the frequency band Bp and zeros
otherwise. The complementary matrix, in the sense of selecting the frequencies in the band
Bpe is shown by P¢. The band pass filter suggested by Engle (1974) is given by the matrix
¥ = W' PW which takes the time series from the time domain, eliminates the undesired
frequencies and converts it into time domain again. For the frequency band Bp. we show it
as we.

To specify the assumption on the identification of the individual slope coeflicients ,85 ,
ﬁf “ and their expectations B8F and BF° we will define the following residual creating
matrices for the frequency band Bp:

(13) My, =Ir — H(H'H)"H’
(14) My, =Ir — G(G'G)" G’
where H = (D, ¥S,¥°S) and G = (D, ¥F, ¥°F) with the observation matrices D =

(di,day...,d7r), F = (f1, f2y---, fr) and § = (51, 52,...,57). We also define the
matrix of observations on the observed regressors as Z,, = (¥ X,,, P¢X,,).

Assumption 5 (Identification of 3,) For each cross sectionn =1,2,..., N, the obser-
vation matrices Xy, = T~ (Z! MypZy,) and X pg = T~ (Z! My Z,,) are of full column rank,
therefore invertible and their inverses have bounded second order moments.

3.1 Common Correlated Effects Estimators

Common Correlated Effects estimators are built on the fact that the cross sectional averages
of the observed variables in the model are suitable proxies for the unobserved common

12
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factors. Therefore, these proxies lead to a direct way to consistently estimate the slope
parameters in the model. To see this let us rewrite the equation (5) in the following way.

(15)  C(L)'f. =5 — B(L)'d; — @
And, under Assumption (3), this equation can be written as
(16) fe = G(L)(5; — B(L)'d; — ;)
where
G(L) = (C(L)C(L))~'C(L).
However, under Assumption (1), we have
(17) 4 30 as N—oo

and, again, by the conditions on the expected values of the factor loadings given in Assump-
tion (3)

1 0
cP=(47 P ) it \ € Bp
_ I
cn B A g as N—oo
e . . 1 )
CP = (47 P ) if A € Bpe
BF" I

where C(X) = 3/ Cje'*. Therefore,

(18) wye(A) RS C::P(ws()\) a B_Pwd()\)) if A€ Bp as N—oo0.
GP*(ws(\) — BP"wg(N)) if A € Bpe

where GP = (CPCP')=1CP, BP is given by

B = (a A)(BL i)

and, GP® and BP* are defined analogously. wq(\) = 1/v/T Zle aze’, shows the DFT of
a time series a¢. This result shows that we can use the cross sectional averages of observable
variables, 8¢, and d; as observable proxies for the unobserved factors f; in the frequency
domain regression in order to estimate the frequency dependent slope parameters ,6'5 and
5 “, and their cross sectional means BF, BF° which are given by Assumption (4).
Now, for each cross section n = 1,2,..., N, let us write the equation 1 in the matrix
notation as follows.

(19) Yn = Doy + X0 Bn (L) + Fyn (L) + €,

where €, = (€n1,€n2,---,€xr) and with D, F as defined before. In order to estimate the
frequency dependent coefficients we can multiply this equation with the DFT matrix and

13
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frequency selection matrices defined before. This operation leads to the following system of
equations.

PWy,, = PWDa, + PWX,8" + PWFyP + PWe,

(20) c c c Pe c Pe c
P°Wy, = P°W Do, + P°W X,,8E° + PWFAP" + P°We,

These equations are in complex terms. Engle (1974) suggests taking the inverse DFT of the
equations by multiplying them with W and estimating them separately. Instead of doing
this, we can sum the two equations and take the inverse DFT. This leads to the following
equation for y,.

(21) Yn = Dap, + X80 + X, 85" + WF~P + ¥°FyF° ¢,

Therefore we obtain an equation which is written in terms of the observed dependent variable
Yr, and the error term ¢, is the one which is stated in equation 2. Following Hannan (1963a),
CCE estimators for the frequency dependent vectors are given by

(22) B = (X! My ® M, X,,) " (X!, Mp® Mpy,)

(23) ch = (X! Mp¥°MpX,) (X, Mp¥ Mpy,).

As can be seen, for each frequency bands we are using the residual creating matrix My, to
filter the variables and obtain the corresponding band spectral CCE estimators. These es-
timators can be written in different but equivalent ways using the orthogonality properties
of sinusoidals. Under the assumptions stated, consistency result given in Theorem 1. of
Pesaran (2006) directly implies the consistency of band spectral estimators. The only differ-
ence in consistency proof is based on the convergence result (18) of this paper. This result
shows that as N — oo using the DFT of the cross sectional averages of the dependent and
independent variables is equivalent to using the unobservable common factors. The critical
result for the time domain estimators are given in equation (38) of Pesaran. Replacing the
time domain variables with the frequency filtered variables, using (18) the consistency of
estimators (22) and (23) follows the same lines. Asymptotic normality of the band spectral
regression estimators are established in Corbae, Ouliaris, and Phillips (1997), Theorem 5.

That is, if VT /N as (N,T) 2 o,
(24)  VT(BE -BE) L N(0,V,)

with an analogous result for Bf “ The standard sandwich formula for this Vj, is given in
equation (48) of Corbae, Ouliaris, and Phillips (2002) and it requires an initial estimate of
the residual spectral density, as in the autocorrelation in the case of Pesaran. He suggests
a Newey-West type estimator for the variance.

Under assumptions (3) and (4) slope coefficients and factor loadings follow a random
coefficient model with fixed means. Therefore, we can adapt Pesaran’s CCEMG formulae
for the means of frequency dependent coefficients.
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3.2 A Note on Frisch-Waugh Theorem 3 ESTIMATION

N
(25) BJI\)/[G =N"! Z Bf
n=1

with analogous formula for B};ICG. Pesaran shows the consistency and asymptotic normality

of CCEMG estimators as (N, T) 2y 0o which does not require any additional assumption in
our case. A consistent estimator of the variance of the CCEMG estimators is

(2600 By = Z (Br, — Brre) B, — Brc)
again, with analogous formula for Ef/IG.

3.2 A Note on Frisch-Waugh Theorem

Suppose that we do not have dynamic factors as introduced in the previous section. In
this case one may think that we can run the regressions extended with the cross section
averages in the time domain and run the band spectrum regressions with the filtered vari-
ables. However, as shown by Corbae, Ouliaris, and Phillips (2002) in a latent variable
model, Frisch-Waugh Theorem does not apply in the case of frequency dependent regression
coefficients. Consider the following equation system.

(27) Ynt = Qb dy + ) ft + G

(28) Tt = AL dy + T fr + Ts

where all dependent variable and regressors are as defined before but the individual specific
stochastic components are replaced with ¢,; and &,; which are satisfying the same assump-

tions as the error terms in the previous model. And let us specify the mechanism which is
relating the dependent and independent variable as follows.

(29) Unt = ﬁn(L)lint + €nt

Suppose that Assumption (4) on the transfer function of the filter 3, (L) still holds, that is
it satisfies equation (10). As in the derivation of equation system (20), let us take the DFT
of (29) for the bands Bp and Bp. and take the inverse DFT of the sum of resulting system.
We obtain the following equation.

(30) Gn = X068 + T°XBF +e,

where G = (Gn1,Gn2,- - Inr)’, X, = (an, Xn2yno, XnT)’ and €, is as defined before.
Let us write the equations (27) and (28) in matrix notation as following.

(31) yn:Dan+F7n+y~n
X,, = DA,, + FT,, + X,

Combining (30) and (31) we obtain the following model for the observed dependent variable
Yn.

Yn =U¥D(a,, — An,ﬂf) +¥°D(ay, — Anﬁfc)
(32) +‘I’F(7n - I‘nﬂs) + ‘I’CF('Yn - Fnﬂsc)
+U X, 8] + U X, B +en
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4 APPLICATION

This relation shows explicitly that in the case of frequency dependent regression coefficients,
even if the common factors are not dynamic, that is stable across frequencies, we cannot
filter the variables in the time domain to apply band spectrum regression for the analysis
of regression coefficients. This arises from the fact that whenever the frequency dependence
assumption holds for the regression coefficients, the factor loadings and the parameters of
the deterministic components are also frequency dependent. Therefore, in the latent variable
case, instead of applying Frisch-Waugh theorem for passing from time domain to frequency
domain, as suggested by Corbae, Ouliaris, and Phillips we have to employ deterministic
components, observable common factors and the cross section averages of dependent variable
and regressors explicitly in the band spectrum regression.

4 Application

Engle (1978) uses band spectrum regression to detect the possible parameter instabilities in
price equations across frequency bands. He runs a set of dynamic models of the percentage
change in Consumer Price Index (CPI) on the change in factor prices and concludes that
price equations satisfy different models in different frequencies. The dynamic relationship
between consumer and producer prices examined carefully in the literature. The main
method of investigating the relationship is using Vector Autoregression Model (VAR) to
refer to the predictive power of one indicator on the other one. Using Granger causality
tests while Colclough and Lange (1982) cannot find evidence in favor of a causality running
from producer prices to consumer prices, Caporale, Katsimi, and Pittis (2002) concludes that
producer prices have a predictive power on consumer prices. In this section the panel data
band spectrum regression method described above will be used to estimate price equations.*
We are using monthly data to focus on both high and low frequencies and due to data
availability reasons we are restricting our attention to a set of OECD countries. Data set
covers the period between 02:2005 and 03:2014 for 24 countries. The summary statistics for
the rate of change in CPI and Producer Price Index (PPI) are given in appendix.

The time series graph of the cross sectional averages of the variables can be seen in
Figure 1. Since we are using the rate of change from the previous period rather than the
same period of the previous year, both indices show a seasonal behaviour. We will further
investigate this behaviour and therefore the graph is reported for deseasonalized series.
Because of the high volatility in prices it is hard to make conclusion about the cyclical
relationships between variables by investigating the time series graphs. However we can see
that the changes in consumer prices are more stable and we can conclude about a persistent
behaviour of producer prices.

4Fixed effects models, panel unit root tests and cross section dependence test are computed in Stata.
Other computations are performed in Matlab. Dataset and Matlab routines are available from the author.
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4 APPLICATION

Figure 1: Time Series Graph of Cross Sectional Averages
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In order to use the tools describes above the series have to be stationary. Breitung and
Das (2005) test for unit roots in cross sectionally dependent panel data shows that both
series are stationary. For CPI and PPI, the test statistics are -10.356 (p < 0.00) and -
11.255 (p < 0.00), respectively. A first order autoregressive fixed effects model leads to AR
coefficients of 0.11 (p < 0.00) and 0.37 (p < 0.00) for the series. Therefore, we conclude
that both series are stationary and the naive observation drawn from time series graphs
can be verified using formal tools. We can further examine the time series properties of the
variables using spectral densities. As stated before Beggs (1986) defined the basic tools for
spectral analysis of panel data. Here, using a simplified version of the main method given
by him, we computed the periodograms of seasonal CPI and PPI, using the information
from all cross sections. The formula for is given in equation (8) of Beggs.

Figure 2: Average Periodogram of CPI

Spectral Density (Logarithmic Scale)

Frequency in Radians

As can be seen from Figure 2. the periodogram of CPI shows certain peeks due to seasonality.
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4 APPLICATION

This behaviour is a result of a persistence from a the same months of subsequent years.
This suggests an ARMA model for the series with a 12th order AR term. Also the U-shape
shows that there is need for lower order AR terms. Contrary to the periodogram of CPI,
the periodogram of PPI Figure 3. is (roughly) downward sloping which is a result of the
persistent behaviour mentioned before. Because of the (relatively) higher first order AR
parameter most of the variance of the series can be explained by low frequency movements.
The comments made on the seasonal behaviour of PPI is valid in the case of PPI, too.
Therefore, in our further analysis we will always use deseasonalized series.

Figure 3: Average Periodogram of PPI

Spectral Density (Logarithmic Scale)
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As a first insight on the relationships between variables we ran individual Ordinary Least
Squares (OLS) regressions for each county in the sample. These results are given in Ap-
pendix. As can be seen from the first row from the Table 5. for most of the countries there
is a statistically significant relationship between variables. For some of the countries the
parameter estimate is around 0.4 which indicates that a ten percentage point increase in
producer prices leads to a 4 percentage point increase in consumer prices. As in the applica-
tion of Engle (1978) we computed the group means of parameter estimates. This mean for
OLS regressions is 0.18 which is quite lower than the usual findings in the literature, as well
as Engle. However, it must be noted that our analysis is descriptive in the sense that we do
not control for any other variables in these OLS regressions. To check the stability of these
results over frequencies we ran the band spectrum regressions. These frequency domain
results are given in the following columns of the same table. For comparison purposes we
followed Engle’s practice to determine the frequency bands of interest. Low frequency band
include the 0-0.072 frequency interval (as a fraction of cycles) and high frequency band
includes the interval 0.072-0.5. Note that Engle further extends the eliminated seasonal
frequencies by two sided neighbours of seasonals and harmonics (namely, frequencies 1/12,
1/6,1/4,1/3,5/12 and 1/2, as fraction of cycles). Here we are using a time domain regres-
sion prior to band spectrum regression to eliminate the seasonal movements.® Individual

5The result of Corbae, Ouliaris, and Phillips (2002) on Frisch-Waugh theorem does not make this practice
invalid since eliminating these frequencies and employing monthly dummies in a time domain regression are
equivalent.
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4 APPLICATION

frequency domain regressions show that contrary to the observation of Engle all countries
but Estonia the null hypthesis of equality of low and high frequency parameters cannot be
rejected. However we can still talk about an economic difference of the parameters. For
example, for Slovenia and Austria, the differences between low and high frequency parame-
ters are 0.31 and 0.28, respectively. For 6 countries the high frequency parameter is greater
than the low frequency parameter. The mean of low frequency parameter is larger than
time domain estimate, which is 0.22 and for the high frequencies this mean is 0.12. Again,
we obtain lower parameter estimates comparing to the past literature.

Table 1: Fixed Effects Regressions

(1) (2)
PPI 0.126  0.112
(11.99)  (9.94)

PPI(-1) 0.0421
(3.73)
Constant -0.0634 -0.0498

(-2.05)  (-1.60)
Observations 2640 2616

Note: Dependent variable is CPI. t-
ratios are given in parentheses. Both
models include monthly dummies.

As stated by Engle himself, if there is cross sectional dependence between individual time
series the means of the parameters which are computed here are not statistically valid for
interpretation. In our further analysis we will employ the panel data techniques in the
literature and the one explained above in order to control for cross sectional dependence.
As a benchmark case we ran two fixed effects regressions. These results are given in Table
1. As can be seen, the fixed effects coefficient is lower than the group means given before
which indicates a 1.2 percentage point increase in CPI for a 10 percentage point increase in
PPI. The second model includes a lagged PPI term to control for dynamics. The coefficient
of this term is rather small but statistically significant. The combined effect is higher than
the result obtained in the first model but still lower than group means of individual OLS
regressions. Using the residuals from the second model we computed the general cross
sectional dependence test of Pesaran (2004). The test statistic which follows a standard
normal distribution is 14.686 (p < 0.00). This shows that we can reject the null of no cross
sectional dependence. Therefore, the results given above may be statistically invalid.
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4 APPLICATION

Table 2: Time Domain CCE Estimates

B t-ratio /3 t-ratio
Austria 0.003 0.044 Treland 0.022 0.674
Belgium -0.029 -0.854 TItaly 0.020  0.433
Canada 0.157  4.053 Luxembourg -0.023  -1.326
Chile 0.168  7.630 Netherlands 0.020  0.566
Czech Republic  0.071 1.843 Norway 0.079  2.014
Denmark 0.007  0.139 Poland 0.090 2.536
Estonia 0.233 3.357 Slovak Republic  0.069 1.517
Finland 0.126 2.642  Slovenia -0.076  -0.694
France -0.058 -1.496 Spain 0.248  3.797
Germany 0.118  0.995 Sweden 0.050  1.390
Greece -0.056 -1.374 Switzerland 0.163  2.352
Hungary -0.005 -0.145 United States 0.251 9.441

CCEMG: 0.068 (3.467)

Note: Dependent variable is CPI. t-ratios are computed using bootstrap stan-
dard errors.

In the cross country price equations as the one above, it is reasonable to consider the common
factors affecting each country. These common factors can be observable, like changes in oil
prices, or unobservable such as global technology shocks which reduce the production costs.
Therefore, these common factors will create dependence across countries in the panel and,
if they are correlated with the explanatory variable in the model which is the case of PPI
the consistency results of standard fixed effects model will not hold. To see the effect of
these unobserved common factors on the brief panel data results given above, we computed
the CCE and CCEMG estimates for the sample in hand. The results of these estimates are
given in Table 2. As can be seen, for most of the countries individual parameter estimates
are lower than the OLS estimates. For example, the estimate is 0.23 for Estonia for which
we had found one of the biggest parameter estimates in the individual OLS regressions.
In some extreme cases the difference between the two estimates is around 0.25, such as
Slovenia, France, Germany. For Poland, Hungary and Czech Republic this difference is
negative, which indicates that OLS estimates are bigger. However, for these countries, either
parameter estimates are statistically insignificant in both regressions or they are small in
magnitude. CCEMG is estimated as 0.068, which is around one half of the fixed effects
estimates and it is economically and statistically insignificant.
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4 APPLICATION

Table 3: Band Spectrum CCE Regression
Low Frequency High Frequency

B t-ratio B t-ratio  t-ratio
Austria 0.112 4.052 -0.083 -11.340 1.037
Belgium -0.088  -32.443 0.031 12.394  -1.657
Canada 0.208  55.341 0.067  19.220 1.652
Chile 0.221 155.647 0.130  86.620 1.679
Czech Republic 0.202  21.968 -0.009 -2.080 1.831
Denmark -0.133 -4.275 -0.055 -5.869  -0.388
Estonia 0.536  40.969 0.021 2.287  3.419
Finland 0.100 9.656 0.113  22.333 -0.103
France -0.081 -3.941 0.159  21.516 -1.423
Germany -0.020 -0.124 0.141 2.134  -0.337
Greece 0.007 0.277 -0.116 -6.115  0.578
Hungary -0.042  -12.495 0.084 27.816 -1.578
Ireland 0.010 1.270 0.063  39.065 -0.554
Italy 0.053 5.281 0.036 5.442  0.133
Luxembourg -0.039 -4.870 0.016 2.921 -0.478
Netherlands -0.056 -9.272 0.103 19.295 -1.481
Norway 0.066 9.650 0.045 13.154  0.200
Poland 0.160  39.324 -0.014 -3.863 1.979
Slovak Republic  -0.160 -13.390 0.091 16.954  -1.909
Slovenia -0.163 -4.152 -0.120 -4.422  -0.166
Spain 0.437 7.088 -0.521  -12.172  2.949
Sweden -0.034 -3.302 0.078  26.431 -0.969
Switzerland 0.203 8.302 0.308  20.858 -0.531
United States 0.441 182.559 0.181 139.896  4.294
CCEMG: 0.0807 2.075 0.03111 1.0034  0.925

Note: Dependent variable is CPI. Zero frequency is always excluded to
control for fixed effects. t-ratios are computed using bootstrap standard
errors. They follow t-distribution with 96 degrees of freedom. Last col-
umn is the t-statistic for the null hypothesis of equality of low and high
frequency estimates.

As shown before if the parameters of common factors are frequency dependent one must
use band spectrum estimators for these parameters. And even if the common factors do
not have a dynamic structure but the slope parameters are frequency dependent it is still a
necessity to use the band spectrum estimators. The results for frequency domain versions
of CCE and CCEMG are given in Table 3. As can be seen, the evidence on the sign of
the difference between low and high frequency estimates is mixed: while for some of the
countries low frequency estimates are bigger for the others they are smaller. An extreme
case is Spain, where low frequency estimate is 0.43, the high frequency estimate is -0.52.
And for instance, for Slovak Republic this difference is -0.25. While we can draw such an
economic conclusion on the parameters, the differences between low and high frequency
parameters are not usually statistically significant except the cases of Estonia, Spain and
United States. The low frequency mean group estimate is 0.08 and high frequency mean
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group estimate is 0.031. This result again shows that on average, low frequency effect of
PPI on CPI is bigger than the high frequency effect.

5 Conclusion

It is becoming increasingly popular to use panel data for investigating the time series be-
haviour of economic variables. This is especially because of the expectation to gain power in
unit root and cointegration tests using different realizations of a time series. However, panel
data has its own characteristics which can create some analysis difficulties. An example is
cross sectional dependence. In this paper, following Pesaran (2006), we used a model with
dynamic multifactor error structure we showed that his findings can be used in frequency do-
main analysis. Namely, we showed that the DFT of the cross sectional means of dependent
variable and regressors can be used as proxies of unobserved common factors. We state that,
asymptotic results of Pesaran holds for the estimators of frequency dependent coeflicients.
Using monthly data from 24 OECD countries for the period 02:2005 and 03:2014 we applied
the method to price equations. After a descriptive analysis, for comparison purposes we ran
time domain OLS regressions and individual band spectrum regression. We conclude that
after controlling for unobserved factors both time domain and frequency domain parameter
estimates are lower than the usual findings in the literature.
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A SUMMARY STATISTICS AND TIME SERIES REGRESSIONS

A Summary Statistics and Time Series Regressions

Table 4: Summary Statistics

CPI PPI

Mean Std. Dev. Min. Max. Mean Std. Dev. Min. Max.
Austria 0.17 0.36 1.18 -0.82 0.11 0.36 1.12  -1.01
Belgium 0.18 0.29 0.94 -0.62 0.28 1.05 2.37 -4.86
Canada 0.16 0.39 1.15 -1.04 0.18 0.85 1.94 -2.87
Chile 0.29 0.47 149 -1.30 0.43 1.47 4.48 -3.70
Czech Republic 0.20 0.49 2.97 -0.61 0.06 0.71 2.36  -2.72
Denmark 0.17 0.40 1.27 -0.50 0.19 0.46 1.13  -1.32
Estonia 0.34 0.46 2.17 -0.71 0.25 0.48 1.86 -1.50
Finland 0.17 0.32 1.05 -0.68 0.12 0.68 1.73  -2.75
France 0.13 0.32 0.83 -0.56 0.11 0.52 1.26 -1.80
Germany 0.14 0.32 0.81 -0.60 0.10 0.31 0.69 -1.23
Greece 0.20 1.21 3.31 -1.65 0.30 1.38 3.21 -4.91
Hungary 0.36 0.52 2.48 -0.57 0.25 1.14 3.561 -2.28
Ireland 0.13 0.49 1.25 -1.70 -0.01 0.91 293 -2.70
Ttaly 0.16 0.20 0.58 -0.36 0.15 0.54 1.28 -2.26
Luxembourg 0.20 0.69 1.90 -1.15 0.14 1.18 3.42 -3.89
Netherlands 0.16 0.47 1.19 -1.07 0.27 1.34 3.07 -5.81
Norway 0.17 0.48 1.60 -1.27 0.38 1.13 3.20 -3.29
Poland 0.22 0.34 1.22  -0.49 0.12 0.69 2.62 -1.72
Slovak Republic  0.22 0.37 2.05 -0.29 -0.04 0.73 1.85 -3.37
Slovenia 0.21 0.61 1.60 -1.14 0.14 0.37 1.29 -0.98
Spain 0.19 0.58 144 -1.33 0.19 0.64 1.40 -2.54
Sweden 0.11 0.44 1.03 -1.34 0.14 0.56 1.25 -1.15
Switzerland 0.04 0.40 1.13 -0.84 0.04 0.32 0.94 -0.89
United States 0.20 0.45 1.22  -1.92 0.27 1.08 2.34 -4.19
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Table 5: OLS and BS Regressions
Low Frequency High Frequency

B t-ratio B t-ratio B t-ratio  t-ratio
Austria 0.215  3.189 0.3648 2.2132 0.0761 0.4788  1.2603
Belgium 0.152  6.913 0.1544 3.7732 0.1493 3.3256  0.0837
Canada 0.233 7.116 0.2796  4.3019 0.183  2.7348  1.0356
Chile 0.198  8.689 0.2384 5.8174 0.1298 2.4453  1.6203
Czech Republic 0.061 1.280 0.0105 0.0769 0.0826  0.9293 -0.4442
Denmark 0.194 4.663 0.2662 1.7441 0.1478 1.2137 0.6062
Estonia 0.396  4.477  0.7225 4.807 0.0022 0.0133  3.2266
Finland 0.199  6.079 0.2154 3.0808 0.1763 2.1836  0.3662
France 0.207  6.490 0.2384 3.0395 0.1393 1.1994  0.7075
Germany 0.375 5974 0.2923 2.2065 0.5675  2.8061 -1.1384
Greece 0.088  3.137 0.1232 1.0035 0.0457 0.338 0.424
Hungary -0.012  -0.313 -0.0833 -0.9689 0.0373 0.5214 -1.0783
Ireland 0.043  0.970 0.0708 0.5218 0.0366  0.5511  0.2264
Ttaly 0.167  6.008 0.205  3.6825 0.0754 0.875  1.2641
Luxembourg 0.066  2.491 0.0905 1.1696 0.0017 0.0172  0.7159
Netherlands 0.063  3.646 0.0373 0.8209 0.1128 1.7928 -0.9731
Norway 0.109  3.426 0.1277 1.6578 0.0988  1.6847  0.2983
Poland 0.087  2.234 0.1924 2.0875 0.0136 0.1759  1.4884
Slovak Republic ~ 0.145  3.727 0.1426  1.6989  0.1481  1.6085 -0.0443
Slovenia 0.194 1.593 0.3035 1.3742 -0.0099 -0.0328  0.8403
Spain 0.365 12.199 0.356  3.1315 0.389  2.1585 -0.1547
Sweden 0.101 1.960 0.159 0.9563 0.0819 0.8638  0.4029
Switzerland 0.394  5.059 0.4942 2.7314 0.2911 1.5921  0.7896

United States 0.319 18.515  0.3541 6.713  0.2819  5.2735  0.9615
Group Means 0.181  7.534 0.223 6.529 0.136 4.951  2.3207

Note: Dependent variable is CPI. For OLS regressions degrees of freedom is 97, for band
spectrum regression it is 96. Last column is the t-statistic for the null hypothesis of equality
of low and high frequency estimates.
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