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ABSTRACT 

 

Intuition is a fast expanding topic in today's economic and psychological literature. 

However, no consensus has been reached concerning its value in decision making.  To 

investigate the relevance of intuitive choices in decision-making under risk, we 

conducted an experiment on 154 French high-school students from 3 different 

academies in the Ile-de-France department. Using response time as a proxy for 

intuition, we found that on average decisions made intuitively yielded results as 

beneficial as or even more so than decisions made analytically for most of the choices. 
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1) INTRODUCTION 
 

“Listen to your intuition. It will tell you everything you need to know.” 

              Anthony J. D'Angelo 

 

 When it comes to decision-making, most people automatically assume that careful and 

systematic analyses lead to better choices and outcomes than do intuitive decisions. In our 

everyday lives, when facing a choice, we are often advised to take our time, to think about it. 

Who hasn’t heard a well-meaning parent or friend pronounce a phrase such as “you should 

sleep on it” or “you should never rush a decision”? There seems to be a universal view 

suggesting that time is always positively correlated with the quality of the decisions one 

makes. It is a notion inculcated since childhood by parents and the educational system alike. 

Children, then teenagers, are often encouraged to slow down their decision process, to avoid 

making rushed decisions. But are slower decisions always more profitable than faster ones? 

 Every day, every single one of us is confronted with hundreds of decisions. Some are 

trivial, like picking the color of a shirt to wear or deciding which route to take to go to work, 

and other are more important, like making a significant investment or deciding of the course 

of a medical treatment. But most of the time we do not even realize we are making decisions. 

We do not think about them, we do not rationalize or ponder them, we just make them 

instinctively, intuitively. And in the vast majority of cases, they are satisfying. 

Dozens of examples are included in literature and across many domains in which extremely 

beneficial decisions are made quickly, intuitively, and which could only be explained or 

rationalized a posteriori. But the same literature also highlights the systematic biases of such 

instinctive decisions. (e.g. Kahneman, 2011) This dichotomy piqued our interest and pushed 

us to further examine the subject. 
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 This paper attempts to tackle the question of response time in decision-making under 

risk.  It aims to further investigate the relationship between the amount of time spent by an 

individual on a choice and its yielded result. By doing so, we hope to make a small 

contribution in answering the question: Are slower decision always superior to faster ones? 

With this in mind, we will first strive to give the reader an overview of the mechanisms, role 

and value of intuition in decision making in the available literature. Subsequently, we will 

expose and discuss our own findings, gathered via an original study conducted by our 

research team on French teenagers. 

 

2) THEORETICAL BACKGROUND 
 

2.1) What is intuition? 

 We know it by many names: gut feeling, hunch, a sixth sense or even a burst of 

genius. Intuition is a complex concept that plays a role in nearly every domain of our lives. It 

is often described in layman’s terms as an inexplicable feeling of doing the right thing or 

making the right decision. The Oxford dictionary defines it as “the ability to understand 

something instinctively, without the need for conscious reasoning”. 

However, in the literature, the definition of intuition is not as straightforward, and a consensus 

is still to be reached. Indeed, intuition has been given countless definitions, and even within a 

same field, the lack of a universal description is still a cause of debates (Epstein, 2008). In 

fact, Winerman (2005) reports that depending on the author, intuition can be considered in 

turn, as a process, a brain structure or even a source of knowledge. 

If intuitive thinking constitutes a prized subject for research in psychology and in economics 

today, its development started a long time ago. Indeed, back in 1923, the famous psychiatrist 
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and father of analytical psychology Carl Jung was already working on intuition. Jung was 

describing it as an unconscious perception of realities. But the concept also started to interest 

science rather early. In 1989, A.C. Ross had already discovered that at neurological level, 

intuitive thinking was activating the right hemisphere of the brain while rational and factual 

thinking were activating the other hemisphere.  

 Many authors gave their own definition of intuition. In 1994, Damasio described it as 

a “sort of rapid cognitive process in which we come to a particular conclusion without being 

aware of all the immediate logical step (…) a rapid cognition with the required knowledge 

partially swept under the carpet
1
”. He also added that the quality of intuition was dependent of 

past reasoning, previous classification of the event, previous link with emotion of the event 

and reflection on the outcomes of our past intuitions.  

Bolte and Goschke (2005) defined it “as the ability to make above-chance judgments about 

properties of a stimulus on the basis of information that is activated in memory but not 

consciously retrieved. Intuition is thus not some special or even mysterious capacity, but is 

rather based on preexisting knowledge that may guide decisions and judgments without being 

accessible to conscious awareness”
2
. 

 To summarize, intuition is a fast and subconscious process that will compress our 

previous experience and knowledge in a matter of seconds. (Isenberg, 1984 and Seebo, 1993) 

It should not be opposed to reason, as it does not constitute a random guessing process but a 

tool allowing us to synthesize past experiences and data into a single picture (Khatri, 2000). It 

is a form of intelligence at a level inaccessible with our rational thought (Parikh, 1994). 

                                                
1
 Damasio, 2008, preface 

 
 
2 Bolte and Goschke, 2005, p 1248 
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2.2) Dual process theories 

 Many researchers split the processes of thinking into two main categories. Several 

models of Dual process can be found in literature. Each model has its own specificities, but 

they all advocate for a two-system view distinguishing intuition from reasoning. (e.g. Betsch 

and Glöckner, 2008; Evans, 2006; Gilovich, Griffin and Kahneman, 2002 ; Kahneman, 2003 ; 

Sloman, 2002). These two types of cognitive processes are labeled under different names by 

different authors. We can cite here the famous System 1 and System 2 coined by Stanovich 

and West (2000) or the Intuitive and Analytic processes used by Betsch (2008). No matter 

their labels, in most models the two cognitive systems are distinctively separated. While the 

first system is operating in an automatic, rapid, implicit, effortless, associative and 

emotionally charged manner, on the other hand, the second system is slower, rule-based, 

deliberately controlled and needs the use of more efforts. (Kahneman, 2003).  

In addition, Glöckner and Betsch (2010) describe the Intuitive process as autonomous, 

unconscious, not easily accessible by introspection, and able to process several pieces of 

information at once. Concerning the Analytic process, they described it as a step-by-step 

conscious procedure. Furthermore, a major part of the most influential Dual process theory 

models claim that both modes of thinking are operating together and are complementary in 

forming judgments and decisions. They posit that the Intuitive process is responsible for a 

context-dependent representation of the information, while the Analytic process is responsible 

for a more detailed and deliberate assessment of the information. However, the initial 

response produced by the Intuitive process is not always followed by the assessment of the 

Analytic process (Kahneman, 2003; Stanovich, 2004; Sloman, 2002) and to this day, none of 

the Dual process theory models clearly determined to what extent and in which cases one or 

the other occurs (Thompson, Turner and Pennycook, 2011). 
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2.3) Intuition and heuristics 

 A number of extremely influent approaches such as the one of Gilovich, Griffin and 

Kahneman (2002) tend to tightly associate or even equate intuition and heuristic processing 

(Betsch and Glöckner, 2008). These approaches advocate that individuals often apply simple 

rules and readily accessible information in order to form judgments and make decisions when 

they are facing a complex problem. (Gigerenzer, 1991). Different types of heuristics, 

representing different information-processing shortcuts, are reported in the literature. They all 

have in common a selective process of information and a reduction of the cognitive efforts 

one needs to produce. We could cite here a few examples such as Tversky and Kahneman’s 

Availability heuristic (1973), which makes the decision-maker estimates the probability or the 

likelihood of an event based on his readily available knowledge rather than by careful 

examination and analysis of the situation; Gigerenzer and Goldstein’s Recognition heuristic 

(1996), which makes the individual attribute a higher value to an object he recognizes than to 

one he does not; or even Jacoby and Brooks’ Fluency heuristic (1984) which makes the 

decision-maker attribute a higher value to an object if it can be easily and smoothly processed.  

According to Kahneman and Tversky (1982), the main goal of the use of heuristics is to 

drastically reduce one’s cognitive efforts. And even if they can sometimes lead to biases or 

non-optimal decisions, in most cases, they allow for satisfactory, relevant and advantageous 

decisions and judgments. (Gigerenzer, 1991) 

 Another stream of the literature, including authors such as Betsch (2005) or Betsch 

and Glöckner (2010), support a different view concerning intuition and heuristic. They argue 

that heuristics do not enclose the full potential of intuitive thinking and that many of them are 

mere over-simplification of the concept. They claim that intuitive thinking is far more 

elaborated than what Tversky and Kahneman (1973) defined as the reduction of a complex 
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judgment to a simpler one. Furthermore, they argue that “intuition is capable of dealing with 

complex tasks through extensive information processing without noticeable effort.”
3
 

2.4) Intuitive thinking in Decision-making 

 Intuitive thinking, and its role and relevance in decision-making, is a booming field 

amongst researchers. (e.g. Burke and Miller, 1999 ; Glöckner & Betsch, 2008; Khatri and NG, 

2000 ; Miller and Ireland, 2005) Yet, in a large body of work, intuitive actions are viewed as 

irrational (Prietula and Simon, 1989). But this assumption has recently started to be 

questioned in the literature (Khatri 2000; Kahneman 2003). The value of intuitive thinking 

has become a hot topic especially in the field of strategic decision making (e.g. Betsch and 

Glöckner, 2010; Dijksterhuis, 2004; Miller and Ireland, 2005). Authors such as Simon (1984), 

and Khatri (2000) argue that when it comes to decision-making, both rational and intuitive 

processes have to be taken into account. Furthermore, other researchers add that under certain 

conditions, intuitive decisions can be more effective than reasoned ones (Damasio, 1994; 

Mikels et all, 2011).  

 Recently, authors such as Kahneman (2003), Slovic et al (2002) or Mikels et al (2011) 

have highlighted the potential positive effect of intuition judgment on decision-making. 

In a series of experiments on the role of conscious and unconscious thought in decision 

making, Dijksterhuis (2004) established that participants who were not given any time to 

make a decision (unconscious thinkers) were making more favorable choices than participants 

who were given a few minutes to make their decision (conscious thinkers). 

In 2013, Rubinstein conducted a study involving some of Game theory’s most classic 

problems such as “count the Fs “ or “The Wason experiment”. On this occasion, he observed 

that participants with an answer time shorter than the median tended to make more mistakes 

                                                
3 Betsch and Glöckner, 2008, p 280 
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than slower participants. However, when it came to the comparing pairs of alternatives, this 

effect was inversed and individuals with response times under the median tended to make less 

mistakes and violated transitivity less than others. 

2.5) Intuition and response time 

 Speed is one of the few critical features used by researchers to differentiate intuitive 

from analytic decisions (Bolte and Goschke, 2005). Authors such as Evans and Curtis-Holmes 

(2005) or Tsujii and Watanabe (2010) consider that rapid responses from participants are 

more likely to be based on intuition as opposed to slow responses, as they would not have had 

time to be contaminated by the analytic process. 

In the literature of economic decisions, only a small proportion of studies are reporting 

response times as they are usually conducted on small samples (Rubinstein, 2007). Rubinstein 

(2007) posits that analytic choices, which involve greater cognitive processing, will result in 

significantly extended response time compared to intuitive choices. However, he also 

introduces the notion of “reasonless” which he defines as “an action, which is likely an 

outcome of a process involving little or no reasoning.”
4
 Yet, he does not delimit a threshold to 

enable the systematic consideration of choices as one or the other, but does it in an intuitive 

manner instead.  

Furthermore, not all experiments rely on the same methods when it comes to measuring 

intuitive thinking using response time. Indeed, while some experiments simply record 

participants response time (e.g. Piovesan and Wengström, 2008), others use manipulations 

such as time pressure to force participants to rely on intuition (e.g. Austin, 2009; Evans, 

Dillon and Rand, 2014). 

                                                
4 Rubinstein 2007, p 1245 
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3) HYPOTHESES AND OVERVIEW OF THE STUDY 
 

 If more and more authors adhere to the idea that decisions made intuitively can be 

adapted and even satisfying under certain circumstances, a cleavage still exists. This scission 

is even greater when it comes to tasks that have not already been mastered by the individual. 

Our question is the following: Can decisions made intuitively lead to outcomes as satisfying, 

or even more so, than decisions made analytically, even when it comes to an elaborated and 

novel task?  

The main goal of this research is to observe if intuitive choices can lead to advantageous 

outcomes in decisions under risk.  

Grounding ourselves on the previously exposed literature, we hypothesize that slower analytic 

responses should not yield more advantageous outcomes than faster intuitive choices. 

Furthermore, we also hypothesize that after a period of “learning”, when participants had 

some time to familiarize themselves with the task, faster intuitive answers should be more 

profitable than answers with a slower response time.  

The experiment detailed in this paper was originally conceived to investigate learning under 

risk. Initially conceived by Professor Louis Levy-Garboua, this study conducted on 

adolescents originally aimed to investigate the determinants and evolution of choices in 

multiple series of binary lotteries. The fact that the experiment was carried out on teenagers in 

their first year of high-school could raise the question of its generalization to a larger 

population. However, several studies showed that not only adults and teenagers have 

approximately the same cognitive skills (Jacobs and Klaczynski, 2005; Reyna and Farley, 

2006), but also that, like adults, adolescents understand and “use the full range of probability 

values” (Fischhoff et al., 2000). Furthermore, research failed to prove deficiencies in 

teenagers’ decision making under risk (Shulman and Cauffman, 2014). 
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4) EXPERIMENTAL DESIGN 

4.1) Sample and procedure 

 This experiment was conducted in the laboratory of the “Maison des Sciences 

Economiques de Paris”. 9 sessions were implemented over the course of 3 days. 3 academies 

participated in the study, namely Paris, Versailles and Creteil. Participants were students 

currently enrolled in class of “seconde” of one of the aforementioned academies. Each day 

was dedicated to a different academy. Each session required 20 participants and lasted 

between 50 minutes and 1 hour. In sessions where the 20 participants requirement was not 

met, virtual players were included to bridge the gap. Evidently, data from virtual players were 

not added to the analysis. 

Overall, 154 subjects aged between 14 and 18 years partook in the experiment. (about 92% of 

them were either 15 or 16 years old.) 56 participants belonged to the Academy of Creteil, 56 

to the Academy of Paris and 42 to the Academy of Versailles.  

The experiment was constructed around 3 main stages detailed thereafter: 

First stage: Holt and Laury’s task 

 Firstly, we measured risk aversion using an adaptation of Holt and Laury’s (2002) 

lotteries.  It consisted in 10 binary choices. In each row, there is an increase in the possibility 

to receive a larger payoff.  This particular task was selected for two main reasons. First, the 

task is rather easy to implement and to adapt to a younger public. Second, it is a well-

established measure of risk aversion (Lönnqvist et al 2010) used by many researchers in the 

literature. Several articles attest of the validity of this measure by finding comparable 

proportions of risk-averse, risk-neutral and risk-loving individuals as with Holt and Laury’s 

task (e.g. Harrison et al 2007; Dohmen et al 2011). 
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Participants were informed that after the completion of the task in its entirety, one of their 

choices would be randomly selected and that the result would constitute their payoff. In order 

to separate this phase from the next one and to avoid any influence of previously acquired 

gains on the rest of the experiment, participants were playing for fixed amounts of candy. 

Nevertheless, the repartition of payoffs and probabilities strictly respected the original 

version’s (currency payoff) and was known by participants. (See Annex 1 for a visual 

representation of the task proposed.) 

Second stage: Binary Lotteries selection 

 Once the Holt and Laury’s task was completed, the subjects had to respond to 96 pairs 

of lotteries, each presented independently. For each pair, the subject had to select one of the 

two lotteries presented. Once the choice made, the selected lottery was automatically drawn 

and the participant informed of his outcome. The outcome was presented in the form of points 

that were cumulated throughout the exercise. The more points they won, the more likely they 

were to obtain a higher recompense at the end of the task. Participants were unaware of the 

overall number of choices they had to make.  

There were a total of 8 categories of lotteries, presented chronologically to the subjects. The 

latter four were built in a similar fashion to the former four, with slight variations in the gains 

and/or probabilities. Each independent category had a total of twelve choices. Subjects were 

not told of the repartition of the categories and within each one, the order of the lotteries was 

random.   

 Part of the lotteries presented was constructed on the model of decision under risk 

developed by Kahneman and Tversky: Prospect Theory. In a their famous article dating from 

1979, Kahneman and Tversky described different choice problems in which decision makers 

systematically violate Expected Utility axioms. Using simple experiments, they demonstrated 

that under certain circumstances, people systematically violate predictions of Expected Utility 
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theory. Their model predicts that, under some conditions, individual may in fact choose the 

dominated option. They observe for example, that people overweight outcomes they consider 

as certain or that risk aversion in the positive domain is accompanied by risk seeking in the 

negative domain. Barberis (2013) judges that even after over 30 years of existence, prospect 

theory is still one of, if not the best available description of how individuals evaluate risk in 

an experimental setting. Furthermore, Kachelmeier and Shehata (1992) and Post and al (2008) 

found that prospect theory still provides an accurate description of individuals behavior even 

under high financial incentives. 

Following this model, lotteries testing for effects such as: Certainty effect (as in the Allais 

lotteries, 1953), Isolation effect and Reflection effect, were included to the experiment. 

Categories were built as follows:                                                                                                                                                             

Category 1: A risky option versus a certain or almost certain one (probability ≥ 0.9). 

Category 2: A risky option versus a slightly less risky option 

Category 3: A conflation of the two aforementioned categories, in which it is harder to  

          maximize gain expectancy. 

Category 4: A mirror version of category 3, framed in terms of loss. (Here, the same lotteries 

          are used, with gains replaced by losses.)  

Categories 5, 6, 7 and 8 were built on the same models as the first four, with slight changes in 

probabilities and/or gains. All the lotteries used in this experiment are presented in the 

annexes. (Cf. Annex 2) 

Third stage: Personality Test 

 After finishing the binary choices task, participants were asked to complete a Big-Five 

personality test, which determines five main personality traits.  
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Personality was defined by Michel, Shoda and Smith (2004) as the individual differences 

amongst people in pattern of behavior, emotion and cognition.  

The Five-Factor Model of personality (FFM or Big-Five) was selected as it is one of the most 

widely used and recognized models in the literature (John & Srivastava, 1999; Pervin, 1994). 

FFM is a hierarchical organization of personality traits divided in 5 basic bipolar dimensions: 

Openness to experience, Agreeableness, Conscientiousness, Extraversion and Neuroticism. 

Authors such as Lauriola and Levin (2001) or Studer and Clark (2011) found links between 

personality traits and decision-making under risk. 

Furthermore, the Big-Five has been associated with learning, and in particular with the way of 

learning (Busato et al, 1998; Zhang, 2003) but it also has been recognized as a determinant of 

the motivation to learn. (Komarraju and Karau, 2005; Major, Turner and Fletcher, 2006) 

Those findings motivated our choice to include a personality test to the design. 

Participants were presented a computerized version of the questionnaire from Barbot (2012) 

called The Brief Big Five (BB5). This questionnaire was selected as it uses the FFM hierarchy 

and is targeted for teenagers. 

Participants were presented with different characteristics and instructed to rate the extent to 

which each one applied to them using a 7 points Likert scale ranging from “I strongly 

disagree” to “I strongly agree” 

Forth stage: Short survey 

 After the completion of the BB5, participants were required to fill a short 

questionnaire about a number of personal information including their age, gender or favorite 

topic in school. 
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4.2) Remuneration Treatments 

 Three different remuneration treatments were implemented. They consisted in a 

difference in the mode or in the amount of the incentive for the second stage of the 

experiment. Stage 1 and 3 remained the same for all treatments. Subjects were assigned to one 

of the three treatments and were informed about the nature, amount and modalities of the 

incentive of each phase of the experiment in a clear manner. The three treatments were 

constructed to reflect the academic evaluation system, and are detailed thereafter: 

1. Tournament: In this setting, subjects were ranked from first to last, relative to the points 

they obtained during the experiment. Participants were informed of their current rank on 

several occasions during the experiment. Subject were informed that in any case, they would 

acquire one of the two available prizes, which was a 10€ or a 30€ gift card.  The higher was 

the rank, the higher was the probability of obtaining the best prize. The subject ranked the 

first had the highest probability (95%) of winning the best recompense (a 30€ gift card). The 

twentieth had no chance of obtaining the said card, earning the 10€ card instead. Participants 

were informed of their rank after every 12
th

 choice, and of their final rank at the end of the 

task. This setting provided a benchmark for the point grading system in the following two 

treatments.  

2. High Incentive/Grades:  In this setting, participants were given grades ranging from 0/20 to 

19/20 based on the points they obtained throughout the session. Several participants could get 

the same grade.  Subject knew they were participating for a chance to win either a 10€ gift 

card or a 30€ gift card. An increase in points supposed a linear increase in the probability of 

earning the best recompense. As in the previous treatment, participants were informed of their 

overall score every 12
th

 choice and were given a final grade at the end of the task. 
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3. Low Incentive/Grades: In this treatment, the incentive system was rigorously the same as in 

the High Incentive/Grade treatment. Only the amount of the possible prizes changed. Here, 

subjects were given a chance to win either a 15€ gift card or a 25€ gift card.  

4.3) Complementary Measures 

Feedback and counterfactual 

 In the three remuneration treatments, for each of the 96 binary choices of the second 

phase, subjects received a feedback informing them of the outcome of the lottery they had 

selected. Additionally, for half of the choices, participants were also informed of the 

counterfactual (what the forgone option would have yielded if selected). For each subject, 

counterfactuals were randomly delivered either during the first or the second half of the task 

(for all the first or all the last 48 choices). The aim was to observe whether the type of 

feedback had an influence on the learning process of the exercise. Indeed, Stobart (2008) 

argues that feedback is “seen as a key to moving learning forward” and Hattie (1999) 

demonstrates that the most useful type of feedback comes in the form of computer-assisted 

instructional feedback. Furthermore, Van der Kleij & al. (2012) distinguish computer-based 

assessment in contrast to more traditional means: a computer environment gives the ability to 

provide feedback while the test is being issued. Hattie & Timperley (2007) state that in a 

CBA environment, an immediate solution is provided to the potential discrepancies between 

the subject’s present state and the desired learning outcome, which is not a characteristic 

inherent to more traditional environments “feedback is one of the most important influences 

on learning and achievement”.  
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Response time 

Unbeknownst to the subjects, all choices of phase 2 were timed. For each choice, two 

recordings were made. The first one recorded the number of seconds between the apparition 

of the lottery choice on the participant’s screen and the selection of one of the two options 

presented. The second one was recording the number of seconds between the apparition of the 

lottery choice on the participant’s screen and the moment the participant manually sent his 

answer to the server.  

   

Satisfaction 

During the second phase, every twelfth choice and after being informed of their grade or rank, 

participants were asked to report their level of satisfaction concerning the global outcome of 

the previous sequence. The rating was made on a 10 points Likert scale ranging from “Not 

satisfied at all” to “Completely Satisfied”.  Furthermore, at the end of the task and using the 

same scale, subjects were asked to rate their level of satisfaction concerning their global 

performance on all of the 96 choices made.  

Additionally, they were asked to rate their perceived difficulty of the task using a 7 points 

Likert scale ranging from “Not difficult at all” to “Very difficult”. 

5) ANALYSIS AND RESULTS  
 

5.1) General descriptive statistics and sample description 

 

 Our sample was composed of 154 subjects aged between 14 and 18 (92,2 % of the 

sample was between 15 and 16 years old). 53.25 % of participants were females and 46.75% 

were males. The repartition of subjects by academy was also balanced: 36.36% were from the 

Academy of Creteil, 36.36% were from the Academy of Paris and 27.27% from Academy of 
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Versailles. Participants were divided into the three remuneration treatments the following 

way: (C.f. Table 1) 

Table 1:  

 

Tournament  Grade/ H. Incentive  Grade/ L. Incentive  Total 

N  49  53  52  154 

Female  28  25  29  82 

Male  21  28  23  72 

Mean Age  15.46  15.34  15.44  15.41 
Table 1 shows the distribution of participants over treatments 

 

 Concerning the measure of risk aversion effectuated and calculated with the Holt and 

Laury’s task, A first analysis showed that 81.72%, of our sample could be considered as Risk-

Averse, 11,83% could be considered as Risk-Neutral and 6,45% as Risk-Seeking. 

Furthermore, we observed that on average, male participants made fewer safer choices than 

female participants, but this finding was only significant at p< .1. These figures seem to be 

coherent in regard to the available literature. (Cf. Dohmen et al, 2011; Holt and Laury, 2002). 

However, it is important to point that 39.69% of our sample did not meet the “one switch or 

less” coherence criterion for the Holt and Laury’s task. 

Results of the BB5 did not reveal any significant gender difference. We will not present a 

detailed analysis of those results in this paper, as they will not be extensively used as an 

explanatory variable.  

 

5.2) Analysis and determinants of response time 

 

 During the second phase of the experiment, each participant was asked to effectuate 96 

binary choices of lotteries. This brings the total amount of choices collected to 14784.  

To effectuate the following analyses, we opted to define response time (RT) as the number of 

seconds between the apparition of the lottery on the participant’s screen and the selection of 
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one of the two options. The overall average RT by lottery is of 5.68 seconds (SD = 5.06 and 

median = 4.34) 

To obtain the following results, we used the log of the variable coding for the response time in 

order to obtain a normalized distribution. 

        Graphic 1:  

                              
        Distribution of the Log of Response Time 

 

 The average log-transformed reaction time was 1.50 (SD = .66). It appears that male 

participants answered slightly faster their female counterparts (M = 1.52 ; SD = .66 for 

females and M =1.48 ; SD = .66 for males). This result is significant at p < .01.  

Another significant time difference is observed between academies. With an average log-

transformed RT of 1.46 (SD = .70), it appears that on average, participants from Creteil were 

responding faster than participants from Paris, who had a mean of 1,55 (SD = .63) and from 

Versailles, who had an average of 1,49 (SD = .63). These results are significant at p < .01 and 

p < .05 respectively. In addition, Participants from Versailles were responding significantly 

faster than participants from Paris. (p < .01)  

We also observed significant differences between categories of lotteries. For example, it 

appears that overall, lottery choices of category 7 were answered faster than lottery choices of 

any other categories (p < .01).  (See Table 2 for other differences and level of significance) 
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However, No significant difference in RT was found between the different risk attitudes. 

 

Table 2  

 
Table 2 depicts the t-Test of response time over categories. Each number represents a different category.   
Legend: ***= p < 0.01; **= p < 0.05; *= p < 0.1 

 

 Concerning treatments, we found that choices made in the Tournament setting (M = 

1.48 ;  SD = .64) and in the Low-Incentive Grade setting (M = 1.47 ; SD = .67) were 

significantly faster than the ones made in the High-incentive Grade setting (M = 1.55; SD = 

.66) at p < .01. However, no significant difference was found between the Tournament and 

the Low-Incentive Grade treatment. 

Another finding was that lotteries framed in terms of losses were on average answered slower 

than lotteries framed in terms of gains. Indeed, the mean log-transformed RT for gain-framed 

lotteries was of 1.48 (SD = .66) while it was of 1.55 (SD = .66) for the loss-framed ones.      

(p < .01. ) 

 Furthermore, we observed that the second half of the 96 lotteries (the last 48 lotteries 

presented to the subject) were answered faster (M = 1.39; SD = .64) than the first half (M = 

1.61; SD = .66). This difference is also significant at p < .01. 

However, we did not found any significant difference in RT between regular feedbacks and 

counterfactuals.  

 Finally, concerning the five traits of personality, we observed significant and positive 

correlations between the log-transformed RT and openness as well as conscientiousness, and 
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significant negative correlations between RT and Extraversion, agreeableness and stability. 

The results of these correlations are reported in Table 3. It is important to note that although 

significant, the correlations observed are extremely weak. 

Table 3 

     Log Response Time 

Openness  0.0329 (p=0.0001) 

Conscientiousness  0.0290 (p=0.0004) 

Extraversion  ‐0.0619 (p=0.0000) 

Agreeableness  ‐0.0430 (p=0.0000) 

Stability  ‐0.0259 (p=0.0017) 

Table 3 depicts the correlations between Log of response time and the score of the  5 personality traits observed 

with the BB5. 

 

5.3) Prediction of Response Time 

 

 In order to investigate further the determinants of RT, we proceeded to a simple OLS 

regression described by the following model:  

Log Response Time = ᵦ0 + ᵦ1(Creteil) + ᵦ2(Versailles) + ᵦ3(Age) + ᵦ4(Agreeableness) + 

ᵦ5(Conscientiousness) + ᵦ6(Extraversion) + ᵦ7(Openness) +ᵦ8(Stability) + ᵦ9(Sex) + 

ᵦ10(GainFramed) + ᵦ11(Tournament) + ᵦ12(Low_Incentive) + ᵦ13(SecondHalf) + u 

 

Where: 

 -  Creteil and Versailles are dummy variables coding 1 for the academies in question and are 

compared to Paris. 

- The 5 variables detailing the personality traits are coding the scores obtained on the BB5 test 

for each of the traits. 

- The variable Sex is a dummy variable coding 1 for Female. 

- GainFramed is a dummy variable coding 1 when lotteries are framed in terms of gains . 

- Tournament and Low_Incentive are dummy variables representing the different treatments 

and are compared to the High Incentive/Grade treatment. 
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- SecondHalf is a dummy variable coding 1 for choices presented during the second half of 

phase 2 (from choice 49 to choice 96). 

  

 The complete output of the aforementioned regression can be found in Annex 3 of this 

document, and the main results observed are the following: 

First, we observe that belonging to the academies of Creteil or Versailles (in contrast to the 

academy of Paris), predicts a shorter response time (p < .001). 

Second, regarding personality traits, we found that scoring higher on Agreeableness or on 

Extraversion forecasts a reduced response time (p< .001), while a higher score on Openness 

or Conscientiousness has the opposite effect (p< .001). Yet, the score obtained for Stability 

does not seem to significantly predict RT. 

Thirdly, Being a female (as opposed to male) foretell a longer response time (p< .001). 

However, age does not seem to be a significant predictor. 

Furthermore, choices framed in terms of gains have a reduced RT compared to choices 

presented in terms of losses (p< .001). In addition, choices presented during the second half of 

the task as opposed to the first half are also found to be quicker (p< .001). 

Finally, in comparison to the High Incentive/Grades treatment, the Tournament and Low 

Incentive/Grades settings appear to be predicting a shorter response time (p< .001). 

 

5.4) Relationship between gains and Intuitive thinking 

 

 In order to investigate on our main question, we needed to determine a threshold 

defining under which time-criterion an answer could be considered as Intuitive. Searching the 

literature, we did not find any fixed threshold to help us define what could be considered as an 

intuitive response. In fact, the time limit under which a response can be consider as intuitive 
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vary greatly amongst authors and/or tasks. For example, authors such as Evans, Dillon and 

Rand (2014) use a 10 seconds threshold , Finucane et al. (2000) use a 5 seconds threshold, 

Shulman and Cauffman (2014) decided on 2.5 seconds and Rubinstein (2007) makes the 

classification intuitively depending on the case.  

Basing ourselves on different studies, the nature of our task and the analysis of our data, we 

decided to fix our threshold at 4 seconds. Following this definition, we found that 44.64 

percent of all observed choices were made intuitively (in 4 seconds or under). The remaining 

55.36 percent of choices (made in more than 4 seconds) were then considered as analytic.  

 

Our analysis yielded the following results: 

Firstly, we observe that on average, choices made in 4 seconds or less returned a greater 

outcome than choices made in more than 4 seconds. As presented in Graphic 2, intuitive 

choices returned on average 191,21 points (SD = 407,94) while analytic choices yielded on 

average 138,32 points (SD = 422,652) and this difference is significant (z = -8.360, p = 

0.0000).   

 

        Graphic 2: 

 
Average of gain per choice for “intuitive” and “analytic” answers 
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Secondly, to go a little more into details, concerning lotteries presented in the first half of the 

task, we observed a statistically significant difference between the mean gains per lottery 

earned when the answer is given intuitively (M = 187.56 ; SD= 394.492) and when the 

answer is given analytically (M = 143.5071; SD = 413.978 ) with z = -4.299 and  p = 0.0000. 

An even greater difference was observed for choices made during the second half of the 

exercise, where intuitive choices yielded on average 193.85 points (SD=417.40) and choices 

over 4 seconds returned on average 131.58 points (SD = 433.64). Again, this difference is 

statistically significant  (z = -7.300, p = 0.000). 

Furthermore, it also appears that not only are intuitive responses yielding higher outcomes 

than analytic ones when lotteries are framed in terms of gains (M = 324.14, SD = 309.36 and 

M =  303.42, SD=311.68 respectively ; z = -4.150 , p= 0.0000), but they also return smaller 

losses  when lotteries are framed in terms of losses (M =  -275.85, SD = 367.01 for answers 

given in 4 seconds and under; and M = -301.47, SD = 360.12 for choices made in more than 4 

seconds;  z = -2.321 , p= 0.0203) 

When we decompose further those scores, we observe that concerning choices framed in 

terms of gains presented during the first half of the exercise, there is no significant difference 

in average gain per lottery between choices made analytically and choices made intuitively. 

However, the difference is significant when those lotteries are presented in the second half. 

Indeed, On average, when presented during the second half of the task, choices framed in 

terms of gains yielded 332.80 points (SD = 310.14) when answered intuitively, against 

309.364 points (SD = 317.33) when answered in over 4 seconds. This difference is significant 

(z = -3.589, p = 0.0003). 

Additionally, we observe the opposite pattern with lotteries framed in terms of losses. In fact, 

when presented during the first half of the task, choices made under 4 seconds returned a 

significantly more advantageous average than analytic choices (M= -239.27, SD = 359.09 and 
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M= -288.86 , SD =362.13 respectively;  z = -2.304, p = 0.0212). However, the difference 

observed is not significant when these choices are introduced during the second half of the 

exercise. 

Finally, when looking at each category of lotteries separately, it appears that a beneficial 

influence of intuitive responses as opposed to analytic responses can be observed for half of 

them. It is the case for categories 2, 4, 6 and 7. Yet, even if the differences are not significant 

for the other categories, we still observe more advantageous averages when choices are made 

under 4 seconds for almost all the categories. 

 Table 4 

  

Response Time < 4 sec  Response Time > 4 sec  Difference 

Mean  SD  Mean  SD  Z  p 

Category 1  411.6501  292.7339  411.992   289.2931   ‐0.051  0.9596 

Category 2  256.8327   307.2707   208.4059    279.9659   ‐3.134  0.0017 

Category 3   282.2    303.4859     271.2211    320.4373   ‐1.558  0.1193 

Category 4  ‐239.2676  359.0923   ‐288.8603   362.1283   ‐2.304  0.0212 

Category 5   385.6182  312.7597    373.7687   326.9436   ‐1.601  0.1095 

Category 6   276.957    303.5128     247.9384  297.5112     ‐2.298  0.0216 

Category 7  334.8214  306.002    305.8631   313.6785    ‐2.247  0.0247 

Category 8   ‐303.0907   370.6688   ‐316.7624   357.2596   ‐1.372  0.1701 

Mean gains per choice and differences between “Intuitive” and “Analytic” responses for each category 

6) DISCUSSION 
 

 In the previous section we described in details all the observed results of our study. 

We will now aim to provide the reader with possible explanations for those results.   
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 To start, concerning the determinants and predictors of response time, we could explain the 

fact that choices framed in terms of losses are answered slower than choices framed in terms 

of gains with the help of prospect theory. Indeed, the latter posits that the decision-maker 

places more emphasis on a loss than on a gain of the same magnitude. If we follow this 

theory, participants might give more importance to an eventual loss than an eventual gain and 

spend more time reflecting on the choices framed in terms of losses in hope to avoid making 

mistakes. 

Secondly, the difference in response time observed between the High Incentive/Grades 

treatment and the Low Incentive/Grades treatment could be explained by the fact that a higher 

incentive motivates participants to be more meticulous in choosing their answers and are 

therefore slower. Furthermore, a possible explanation for difference between the High 

Incentive/Grades treatment and the Tournament treatment could come from the possibility 

that subjects in the Tournament setting felt less in control regarding the issue of the 

experiment, as others’ results were also determining their own. The lack of control inherent to 

this competitive setting might have played a negative role in participants’ engagement. 

  

Thirdly, the first idea coming to mind to explain the observed differences in time responses 

between the different categories of lotteries is of course a disparity in the difficulty of the 

different categories. However, we found that some of the most difficult categories were paired 

with some of the lowest response time.  

Moreover, the fact that response time was on average shorter for choices presented during the 

second half of the task than for choices presented during the first half could be indicating a 

form of learning or an habituation effect.     

Additionally, concerning the traits of personality, people scoring higher in the dimension of 

extraversion are often described as dynamic and action oriented, while individuals with a 
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higher score of agreeableness are often very optimistic. These characteristics could help 

explaining their shorter response time. In contrast, individuals scoring higher on openness are 

usually perceived as curious and investigative, while people with a high score of 

conscientiousness are often described as analytic and in need of control. These attributes can 

offer an explanation for their slower response time. 

However, it is important to remember the weakness of the correlations observed between the 

5 personality traits and response time. Additionally, we should note that the R-squared of the 

OLS regression was very low (r-sq. = 0.045) 

Finally, we cannot rationally explain the difference found between academies and we will not 

risk ourselves to produce ungrounded speculations. 

 

 Concerning the relationship between gains and intuitive responses, our observations 

showed that overall and on average, intuitive choices were returning outcomes more 

profitable than analytic choices. Furthermore, we observed that if on average faster answers 

yielded results more advantageous than slower answers in both half of the task, this difference 

was even greater during the second half. These findings seem to indicate a form of learning 

throughout the task, and are in line with our hypothesis. However, those results are marred by 

the fact that the progression is only observed in the gain domain, and that the opposite effect 

happens in the loss domain. 

Yet, another very interesting finding was that intuitive choices yielded advantageous results 

when lotteries were framed in terms of gains, but also when they were framed in terms of 

losses. 

Finally, as we stated previously, we could have imputed the profitable results returned by 

intuitive choices to a discrepancy of difficulty and expected values of the different lotteries, 

but the lottery by lottery analysis tend to show against that theory. Indeed, intuitive responses 
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were found to yield significantly more profitable results than analytic ones even for the 

hardest categories. Furthermore, it is important to note that slower answers never yielded 

significantly more profitable outcomes than faster ones in any cases. 

7) CONCLUSION 
 

 

 In the beginning of this paper, we assumed that analytic responses would not yield 

significantly more advantageous outcomes than faster intuitive choices. Moreover, we 

hypothesized that after a period of “learning”, intuitive answers would start to return more 

profitable outcomes than reflective ones.  

In practice, our results turned out better than our expectations. Indeed, not only intuitive 

choices yielded more advantageous outcomes on average than analytic choices from the start, 

but furthermore, as subjects gained experience, the gap widened, indicating a form of 

learning.   

However, when refining our analysis, we observed that this pattern was not applicable to 

every category of lotteries, and in particular to the ones framed in terms on losses. This 

discovery moderates our results. 

To conclude, although response time is an increasingly studied topic in the field of decision-

making, many facets are still to be explored. The experiment conducted by our research team 

was a far-reaching project that yielded a tremendous amount of results, and only a fraction of 

the observations could be exploited in this paper. Further investigation of the data and follow-

up experiments could reveal to be extremely interesting. We could for example focus more 

deeply on the relationship between the five factors of personality and intuitive thinking, or 

between intuitive thinking and learning. We previously stated the importance of the link 

between intuition and knowledge and expertise. Focusing on the relationship between these 
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variables could allow us to examine the relevance of intuition in learning processes as 

opposes to reflection.  

All of these interrogations deserve to be further investigated, but for now, to the question: 

«Are slower decision always superior to faster ones?», I believe  we can safely answer no.
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Annex 1: Adaptation of Holt and Laury’s Task 
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Annex 2: Lotteries presented in phase 2 
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Notes: 

 

   

 

 

 

 

 

 

 

 

 

 

 



 IV 

Annex 3: OLS Regression of the log-transformed Response Time 

 

 
 

lnTimeAnswer is the log-transformed variable of response time. The second regression is the same as the first 

one with the option robust. 

Creteil and Versailles are dummies and are compared to Paris; Con is an abbreviation for Conscientiousness, 

Lotgain is a dummy equal to 1 when lotteries are framed in terms of gain; Tournament and Low_Incit are 

dummies equal to 1 in the tournament setting and in the Low Incentive/Grade treatments respectively. They are 

compared the High_Incentive Treatment. Secpart is a dummy equal to 1 when lotteries belong to the second half 

of the experiment (the last 48 lotteries presented).  


