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Abstract 

 

Dynamic treatment regimes (DTR) are a statistical paradigm in personalized medicine which aims to 

optimize the outcome of long-term treatments. At its simplest, a DTR can optimize for a decision rule which 

consists of a single treatment; such DTRs are called individualized treatment rules (ITR) and they are often 

used in optimizing short-term rather than long-term rewards. DTR estimation methods such as dynamic 

weighted ordinary least squares (dWOLS) offer desirable theoretical advantages such as double robustness 

of parameter estimates in the decision rules. A recent extension of dWOLS called generalized dWOLS can 

now accommodate categorical treatments in the estimation of optimal treatment strategies. An application 

of this novel method will be demonstrated on HIV-infected individuals called low immunological responders 

(LIR), who are characterized by their low CD4+ T cell counts despite receiving antiretroviral treatment. The 

administration of Interleukin 7 (IL-7) injections has been shown to increase the concentration of CD4 cells 

in LIRs, but the optimal number of injections has yet to be determined. In this project, an ITR will be devised 

to maximize the duration where the CD4+ load is above a healthy threshold (500 cells/µL) while preventing 

the administration of unnecessary injections. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Keywords: 

 

Individualized treatment rule, HIV, Interleukin 7, personalized medicine 

 

 

 

 

Address:  

Université de Bordeaux 

Institut de Santé Publique d’Epidémiologie et de Développement 

146 rue Léo Saignat 

CS 61292 

33076 Bordeaux cedex 

www.u-bordeaux.fr 

  



Contents

List of Figures 2

List of Tables 3

Research Environment 4

1 Introduction 5
1.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Interleukin-7 and the INSPIRE Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Research Question . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Research Hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Methods 9
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Individualized Treatment Rules for Myopic Regimes . . . . . . . . . . . . . . . . . . . . 11

2.3.1 Induced Correlation and Variance-Covariance Structures . . . . . . . . . . . . . 12
2.3.2 Empirical Estimation of Standard Errors . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.3 Bootstrap Estimation of Standard Errors and Confidence Intervals . . . . . . . 14

2.4 Regression-Based Approaches for DTR Estimation . . . . . . . . . . . . . . . . . . . . . 16
2.4.1 Q-Learning and G-Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.2 Dynamical Weighted Ordinary Least Squares . . . . . . . . . . . . . . . . . . . . 17
2.4.3 Generalized dWOLS for Categorical Treatments . . . . . . . . . . . . . . . . . . 19

2.5 Longitudinal Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.1 Allusions to Other Fields: Dynamic Programming and Reinforcement Learning 22

2.6 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.6.1 Preliminary Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.6.2 Data Adaptation for DTR Framework . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6.3 Tailoring Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.7 Analysis Plan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3 Results 31
3.1 Descriptive Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Statistical Summary of Blip Coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Treatment Recommendation for Specific Patient Profiles . . . . . . . . . . . . . . . . . . 37

4 Discussion and Conclusion 39

5 Experience as a Professional 40

A Appendix 46

1



List of Figures

1 Visual representation of iterative process of the decision making coupled with the gen-
eration of states and rewards [47]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2 CD4 dynamics of patient 1701 from INSPIRE 2. . . . . . . . . . . . . . . . . . . . . . . . 25
3 Estimation of CD4 dynamics using linear interpolation. . . . . . . . . . . . . . . . . . . 27
4 Histogram of durations of all eligible stages . . . . . . . . . . . . . . . . . . . . . . . . . 32
5 Average Uη(η) values with 95% confidence intervals with respect to treatment group

plotted across η values in [0, 1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6 Boxplots for Uη(η) values for η ∈ {0.25, 0.6, 0.75, 0.9, 0.95, 1}. . . . . . . . . . . . . . . . 33
7 Histogram of propensity scores, inverse weights and overlap weights . . . . . . . . . . 34
8 Number of observations having Aopt as each treatment type with respect to η values. . 36
9 Contrast function utility for different number of injections with respect to utility weights

η ∈ [0, 1] for four patient profiles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2



List of Tables

1 Patient 1701 data in “long” format, obtained by extracting and combining relevant
information from baseline information, observed time-varying information, and out-
come data generated through the linear interpolation of CD4 counts. . . . . . . . . . . 30

2 Summary of patient characteristics with respect to number of injections received . . . 31
3 Summary of estimated blip coefficients for a dWOLS analysis of outcome Uη(0.7) . . . 35
4 Summary of estimated blip coefficients for a dWOLS analysis of outcome Uη(0.9) . . . 35
5 Evaluation of ψ̂`,HxHx + ψ̂`,logResplogResp for different treatment options ` = 1, 2, 3

fixing η = 0.7 and η = 0.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3



Research Environment

This research project was conducted jointly at the Department of Epidemiology, Biostatistics and
Occupational Health at McGill University and ISPED, School of Public Health at the University
of Bordeaux in conjunction with Bordeaux Population Health (BPH). This work was done under
the supervision of Dr. Erica Moodie from McGill University and Dr. Rodolphe Thiébaut from
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1 Introduction

In personalized medicine or precision medicine, the central paradigm lies in adopting patient-centric
medical practices rather than a disease-centric approach [37]. Due to the heterogeneity of diseased
individuals, the effects of different available treatments can largely vary from patient to another. Al-
though these rule-of-thumb approaches are often simpler and easier to implement in practice, differ-
ent methods are continuously being developed to assist medical decision makers to tailor treatment
plans according to subject-level information. For instance, particularly in the clinical management
of chronic illnesses, many things to consider on top of patient health include compliance to med-
ical care, ease of financial burden caused by treatments and reduction in adverse effects amongst
many others [5, 37]. The evolving nature of ailments such as cancer, depression and substance abuse
amongst many other long-term conditions often calls for treatments to be adapted to patient response
and overall well-being.

While public health officials have raised awareness to the benefits of population-based health inter-
ventions from societal, economical and political perspectives, the potential benefits of personalized
medicine has garnered interest in many areas of research over the past few years [12, 37]. For medi-
cal decision makers, interest lies in determining the optimal treatments for individual patients in the
attempt of providing more adequate, personal and overall better health care for them. For statisti-
cians, they are interested in better understanding and quantifying the risks and benefits of different
treatment plans through the development robust yet easily interpretable data-driven methods. That
being said, it is also important for both statisticians and decision makers to be able to quantify the un-
certainty of such estimation methods in a theoretical framework and to assess their reliability when
the proposed model is wrong. From a quantitative perspective, the challenges of this emerging med-
ical framework lie in constructing such a rigorous yet readily applicable framework using data from
clinical trials or observational studies.

1.1 Objectives

In this project, a method within the dynamic treatment regime (DTR) framework called generalized
dynamic ordinary least squares (G-dWOLS) will be applied in a population of people living with
HIV (PLWH) to investigate the benefits administration of exogenous Interleukin-7 (IL-7) injections.
HIV is characterized by a depletion of CD4+ T cells (CD4), which are responsible for the proper
functioning of the immune system [8]. In the absence of treatment, this loss in CD4 cells can lead to
acquired immunodeficiency syndrome (AIDS), which makes those who have been infected vulner-
able to opportunistic infections such as pneumonia, malaria and bacterial infections amongst many
other ailments [28]. Highly active antiretroviral therapy (HAART), the most common treatment for
HIV, inhibits the replication of the virus and it is often followed by a proliferation of CD4 T cells [8].
It has been shown that failure to reconstitute of CD4 cells in HIV-infected individuals to a threshold
greater or equal to 500 cells/µL is associated with a higher mortality rate and increased risk in de-
veloping opportunistic infections [24, 26, 33]. However, despite having no detectable viral load, 15%
to 30% of individuals receiving HAART are known as poor or low immunological responders (LIR)
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due to their inability to increase their CD4 level [26, 16].

The goal of this analysis is to devise a short-term or static treatment rule that optimizes the number of
injections while preventing the administration of unnecessary injections using G-dWOLS [36]. There
are costs – both financial and clinical (such as treatment fatigue and risk of side effects) – to injections,
and so it is of interest to find the smallest number of injections needed to ensure CD4 cell counts lie
above 500 cells/µL. While the DTR framework is able to optimize long-term outcomes that require
multiple treatments, estimation of individualized treatment rules (ITR) is simply a DTR where the
decision vector consists of a single treatment and it can be used in situations where it is assumed that
there are no delayed effects of the treatment(s). In this analysis, the focus of the optimization prob-
lem will be on short term outcomes primarily because the benefits of IL-7 injections on the increase
in CD4 count appear to be immediate.

1.2 Interleukin-7 and the INSPIRE Studies

Interleukin 7 (IL-7) or Recombinant Human Interleukin 7 (r-hIL-7) is a cytokine that plays an es-
sential role in the survival and maintenance of CD4 cells [22, 45, 46, 50]. While IL-7 is naturally
produced in stromal and epithelial cells of the bone marrow and thymus, multiple studies, both in
humans and in animals, suggest that the administration of IL-7 leads to the reconstitution of CD4
cell counts [46, 27]. Amongst these studies, clinical studies INSPIRE 2 and 3 have been conducted
where researchers examined the benefits of administering repeated injections of IL-7 in LIRs [51].
According to biological activity and tolerance towards injections, Lévy et al. have also shown that
the ideal dosage for IL-7 injections was 20µg/kg, and hence this dose was used in clinical trials such
as INSPIRE 2 and 3 [23].

INSPIRE 2 was a single-arm clinical trial where participants were drawn from an adult population of
PLWH who have been receiving HAART for over a year and exhibiting suboptimal CD4 counts, i.e.
between 100 and 400 cells/µL [18, 23]. The protocol entails providing a cycle of 3 injections of IL-7 at
one week intervals, monitoring patient T cell response quarterly and readministering another cycle
after 12 months of follow-up to maintain the CD4 load above 500 cells/µL [23, 51]. INSPIRE 3 was
a clinical study where participants were randomized into a CYT107 arm and a control arm at a 3:1
ratio. With eligibility criteria defined similarly to those used in INSPIRE 2, the clinical protocol in the
CYT1071 entailed beginning patients with a cycle of 3 injections, and repeating a cycle of 3 injections
if patients presented a CD4 cell count < 550 cells/µL at any quarterly evaluations. Patients in the
control arm had their CD4 load measured for one year without any IL-7 injections. After one year,
similarly to participants in the CYT107 arm, a cycle of injections was administered if patients in the
control arm presented a CD4 cell count below 550 cells/µL [51].

The main finding of the INSPIRE 2 and 3 clinical trials is that participants exhibited T cell prolifera-
tion after receiving injections of the cytokine [51]. Recent studies have attempted to model CD4 tra-
jectories and optimize IL-7 treatment using the data from the INSPIRE trials [50, 53, 34, 18]. Thiébaut
et al. have investigated the restoration of CD4 cells attributable to exogenous IL-7 injections by mod-

1CYT107 refers to encoding of r-hIL-7 by Cytheris, a biopharmaceutical company providing the injection contents [6, 51].

6



elling CD4 dynamics using mechanistic models [18, 50]. Villain et al. have focused on devising in-
jection protocols by predicting future instances where patient CD4 load may fall under 500 cells/µL
[53]. Pazin et al. have used optimal control theory to determine an optimal number of IL-7 injections
that would allow LIRs to maintain a healthy CD4 load [34].

1.3 Research Question

Because the INSPIRE 2 and 3 protocol calls for injections if the CD4 load falls below 550 cells/µL at
quarterly evaluations, the optimal number of injections will be determined at 90 day time intervals
[50]. In other words, the results from the statistical analysis using ITR modelling will provide the
ideal number of injections according to a patient’s profile and response to previous injections. The
research question of interest is to determine the optimal number of injections while preventing the
administration of unnecessary injections. To accommodate the trade-off between immune response
utility and number of injection administered, respectively represented by variable Ug and U i whose
definitions are detailed in section 2.6.2, the outcome variable Uη is guided by a hyperparameter η
chosen between 0 and 1 inclusively. For instance, if η = 0, the outcome will be the negative num-
ber of injections administered and the optimization problem would be to minimize the provision
of treatment regardless of a patient’s immune response. Likewise, if η = 1, all the weight would
be shifted to Ug and the goal would now be to maximize the duration where CD4 is above the 500

cells/µL threshold.

The idea behind the definition outcome variable Uη(·) shares similar goal with the Q-TWiST method,
short for Quality-adjusted Time Without Symptoms of disease or Toxicity of treatment. The Q-TWiST
method leverages the trade-off between quality and quantity of life, especially in the clinical manage-
ment of chronic illnesses and palliative care; recent work has investigated and compared different
treatment plans in metastatic prostate cancer, breast cancer and childhood malignancies amongst
many other ailments [14, 15, 41]. The overarching goal behind Q-TWiST is to define a single outcome
which captures utilities from different sources. The Q-TWiST method, first introduced by Gelber et
al., defines a single outcome of interest using a weighted sum of three utilities: treatment toxicity,
time spent devoid of symptoms or side effects and time after relapse [14]. For instance, patients who
are more prone to adverse effects may put a stronger emphasis on symptom-free time whereas others
may prefer stronger treatments if it decreases the chances of illness relapse. The Q-TWiST method
provides a framework to compare different treatment options for patients with different clinical pref-
erences.

1.4 Research Hypothesis

My hypothesis regarding this research project is that the dWOLS analysis would provide valuable
insight on the INSPIRE data. However, the clinical implications from the results of this statistical
analysis can be limited due to low sample size in certain subpopulations. By construction of the out-
come variable, it should be expected that, for η = 0, most, if not all, participants are recommended no
injections regardless of other treatment-specific information. However, if more weight is attributed
to a larger value of η, it is possible that not all patient-stages are recommended the administration
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of a cycle of 3 injections; it could be interesting to investigate the reason behind a recommendation
of fewer than 3 injections in such participants. Given that the adaptation of the INSPIRE data for an
ITR analysis is adequate, a potentially interesting finding of this project would be the variation of
treatment recommendation between patients with different characteristics.
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2 Methods

2.1 Overview

Dynamic treatment regimes (DTR) are a statistical paradigm in personalized medicine that optimizes
an outcome of interest through sequential decision making. Formally speaking, a DTR is a function
that receives patient history as input and outputs an optimal decision vector which itself is comprised
of one or multiple decisions, depending on the nature of the problem. At its simplest, a DTR is an
estimation procedure that optimizes for a single decision; as mentioned earlier, such single-stage
DTRs are referred as individual treatment rules (ITRs) which will be discussed more extensively in
subsection 2.3. For instance, an example of a single-stage clinical problem could be deciding whether
to discharge or not patients in the emergency room depending on their ailments and the severity of
their symptoms.

In general, the procedure of optimizing for multi-stage decision problem requires knowledge of the
underlying data-generating mechanism. However, although they are often unknown, they can be es-
timated using data-driven methods. This is where evidence-based medicine meets statistics, where
the development of more reliable theoretical framework is fundamental in finding optimal treatment
regimes and especially in quantifying their uncertainty. The primary goals of DTRs are twofold:
comparing expected utilities of different deterministic treatments and obtaining optimal personal-
ized treatment plans for patients [5]. One of the biggest strengths of the DTR framework is its ability
to optimize long-term outcomes which involve medical interventions that need to be performed in
a cascading fashion. In a multi-stage setting, the set of decision rules can be perceived as a medical
protocol which can be adapted by monitoring patient well-being as they progress through a specific
treatment strategy. Recent work has extensively studied the properties of statistical procedures such
as Q-Learning and G-estimation [29, 30, 31, 32, 39]. In this work, we will be focusing on dynamic
weighted ordinary least squares due to its recent extension to accommodate categorical treatments
and on ITRs, since they are better suited for the problem that we wish to study.

2.2 Notation

When talking about ITRs, some terms and notation are worth introducing to clarify important con-
cepts. The notation presented below assumes a single-stage setting because the focus will be on
ITRs. The overarching ideas behind multi-stage DTRs are detailed in section 2.5 titled Longitudinal
Framework.

Definition 2.1 (Outcome). An outcome Y is a measure of a patient’s response towards a particular
treatment or sequence of treatments. In particular, it attempts to quantify a patient’s overall wellness
and it should also be sensitive enough to capture changes in a patient’s state of well-being. Without
loss of generality, it is defined to be non-negative and, as such, a larger value of Y represents a better
overall state.

Definition 2.2 (Treatment). A treatment A ∈ A is a medical intervention whose goal is to improve
a patient’s quality of life and well-being. Although it is commonplace in DTR literature to assume
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A to be a binary variable for simplicity purposes, i.e. A = {0, 1}, recent progress in DTR estimation
methods allows Aj to be categorical or continuous2[38, 42].

When there are m treatment options to be selected from where m > 2, this works assumes without
loss of generality that A = {a`}m`=1.

Definition 2.3 (Covariates). The covariates of patient i are represented by the p-dimensional row
vector XXXi = (Xi1, . . . , Xip) and refer to each subject’s non-treatment information that can influence
the treatment effect on the measured outcome3. An (n× p) matrix XXX can be used to represent the
collection of n different p-dimensional individual-specific covariate information.

XXX =


XXX1

...
XXXn

 =


X11 . . . X1p

...
. . .

...
Xn1 . . . Xnp


Definition 2.4 (Propensity score). The propensity score of an individual is denoted by π(xxx, a) =

P (A = a |XXX = xxx) and represents the probability of receiving a particular treatment a ∈ A [40].

It is worth noting that, in statistical literature, the term propensity score was initially coined for
binary treatments or exposures. The term generalized propensity score is more commonly used in
situations where treatments can be categorical or continuous [1, 40].

When working with DTRs, positing simpler models such as linear regressions to estimate contrasts
of utilities offers simpler interpretability of estimated parameters. While this is advantageous for
medical decision makers from a clinical perspective, it also facilitates the understanding of statistical
properties of estimators and provides a foundation for the expansion of theoretical work. The blip
and regret functions defined below will be useful when discussing about DTRs or ITRs, alongside
treatment-free and treatment models when talking about linear expressions in the statistical modelling
procedure of DTRs.

Definition 2.5 (Blip function). A blip function denoted by γ(xxx, a;ψψψ) is defined to be the expected gain
in outcome if treatment a ∈ Awere to be chosen instead of a reference treatment aref.

γ(xxx, a;ψψψ) = E
[
Y (xxx, a)− Y

(
xxx, aref

)
|XXX = xxx,A = a

]
In other words, the blip function characterizes the expected gain in the outcome variable upon pro-
viding a different available intervention strategy.

Definition 2.6 (Regret function). The regret function µ(xxx, a) is defined to be the expected loss from
receiving some treatment a ∈ A = {0, 1} instead of the optimal treatment aopt.

µ(xxx, a) = E
[
Y
(
xxx, aopt)− Y (xxx, a) |XXX = xxx,A = a

]
= γ(xxx, aopt;ψψψ)− γj(xxx, a;ψψψ)

2Some literature in DTRs uses Aj ∈ {−1, 1} to denote a binary treatment. In this work, the notation A ∈ {0, 1} will be
used as it is more intuitive to use A = 0 to represent an absence of treatment.

3In this work, any vector will be represented by a bold symbol.
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In fact, when solving for optimal ITRs, the regret function is not needed in the estimation proce-
dure. However, when handling longitudinal data, the sequential process of finding optimal regimes
requires the regret function.

Definition 2.7 (Treatment model). The treatment model or propensity score model is the model that
predicts the probability that a patient with covariatesxxx receives some treatment a ∈ A. The treatment
model denoted by E[A |XXXα;α] is often estimated by a (multinomial) logistic regression model.

Definition 2.8 (Treatment-free model). When modelling for the outcome variable Y , the model is
often written as the sum of two expressions: the treatment-free model and the blip function. In
other words, the treatment-free model is the portion of the outcome model that is independent of the
treatment.

E [Y |XXX = xxx,A = a;βββ,ψψψ]︸ ︷︷ ︸
outcome model

= G(xxxβ ;βββ)︸ ︷︷ ︸
treatment-free model

+ γ(xxxψ, a;ψψψ)︸ ︷︷ ︸
blip function

In summary, the nomenclature for the models in the outcome model is due to the clear separation of
linear expressions due to the terms which interact with the treatment variable of interest. Observe
that the three models detailed above – treatment, treatment-free and blip model – are parameterized
by coefficients ααα, βββ and ψψψ. While more detail will be provided regarding estimation methods for
estimators β̂ββ and α̂αα, regression-based approaches for DTR estimation posits linear models for the
latter ones, i.e. G(xxxβ ;βββ) = xxxββββ and γ(xxxψ, a;ψψψ) = xxxψψψψ. Also note that the superscripts β and ψ are to
label explanatory variables with respect to their respective “submodel” within the outcome model;
XXXβ andXXXψ are typically subsets of covariatesXXX .

2.3 Individualized Treatment Rules for Myopic Regimes

Especially in the context of chronic illnesses, patients require ongoing and long-term medical atten-
tion to treat their ailments. As mentioned earlier, one of the main advantages of the DTR framework
is its ability to handle longitudinal data and solve for globally optimal decision rules [19]. However,
ITRs can be used in the optimization of long-term outcomes through the maximization of short-term
or immediate rewards. The overarching idea behind this approach bears strong similarities with
the greedy algorithm whereby locally optimal decisions are made in the attempt of maximizing an
overall or terminal outcome [19]. The essence of this method stems from the trade-off between the
simpler formulation of the problem-solving framework and a potentially non-optimal solution that
is relatively close to the best one [19]. While such global optimal treatment strategies are preferable
to statically optimal regimes, the benefits in solving for myopic treatment regimes are its simpler
interpretation and a more lightweight statistical estimation procedure. The process of estimating op-
timal ITRs, also known as statically optimal rules, can involve less model-based extrapolation while
yielding more precise (i.e. narrower) confidence intervals [36].

In DTRs, rather than evaluating regimes through a sequence of decision rules, one of many ways to
approach the study design to treat every stage as a single observation. In doing so, the sequential
nature of interventions is eliminated and the optimization procedure ensues with the maximization
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of short-term rewards. Just like in the greedy algorithm, the main disadvantage in employing this
simpler study design is such an optimization procedure may not optimize an outcome in the long
run. However, unlike in applications of the greedy algorithm, the primary benefit of employing
such a simpler study design is not the gain in computational efficacy but rather easier interpretation
of solutions [19, 36]. This is particularly useful in the design of myopic treatment regimes, which
are multi-stage problems characterized by an assumption of no delayed treatment effects. In other
words, from an algorithmic perspective, such problems have the ability to output globally optimal
decision rules formed via a series of locally optimized actions, since individual decisions have no
long-term consequences.

2.3.1 Induced Correlation and Variance-Covariance Structures

When solving multi-stage decision problems using a myopic regime study design, each participant
contributes ni observations into an agglomerated dataset; in a clinical context, each observation can
be referred to as patient-stage. Because this data rearrangement procedure creates many observations
for a single individual, an intuitive assumption is to suppose that there is some degree of correlation
between measurements contributed by a same person. Many statistical methods have been devel-
oped to accurately estimate parameters while acknowledging underlying correlation structures. A
general framework provided in Diggle et al. allows statistical inference to be performed on regres-
sion coefficients under the assumption of different correlation structures [7].

In the presence of correlation within observations from a same individual (or group or cluster), while
each participants’ outcomes can still be assumed to be independent of one and another, it may be
naive to assume that the outcome of their own treatment stages are mutually independent. To ac-
count for the correlation of repeated measurements, different working variance-covariance structures
can be assumed for the conditional variance of YYY i = (Yi1, . . . , Yini

)
>, denoted by Vi = Var(Yi)4. In

fact, one particular correlation structure called the independence correlation structure assumes that
there is no underlying relationship between data points from a same group or source. When eval-
uating the use of myopic regimes, this can be naive and unrealistic to assume that the outcome of
their own treatment stages are mutually independent. However, individuals each go through ni

treatment stages and independence between subjects can still be assumed, independence between
outcomes from different subjects can still be assumed, but perhaps not between observations from a
same individual.

Formally put, individuals identified by a subscript 1 ≤ i ≤ n, are associated to a set of tuples or
sequence of observations denoted by {(Yij , Aij ,XXXij)}ni

j=1. Since the general linear framework would
be relevant for regression-based approaches in DTR estimation, the following general linear model
can be postulated for the outcome model.

Yij = xxxβijβββ + aijxxx
ψ
ijψψψ + εij

4In the analysis of longitudinal data, Vi is often referred as the working variance matrix.
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It is important to highlight the assumption of inter-subject independence, showcased in the following
expression5.

εiεiεi ⊥ εi′εi′εi′ for 1 ≤ i, i′ ≤ n, i 6= i′

In standard linear regression, εij would be independent and identically distributed for all 1 ≤ i ≤
n, 1 ≤ j ≤ m. As such, the general linear model for handle sequential observations from a same
subject. Using the matrix notation (YYY i,AAAi,XXXi) to denote the random vector or matrices for subject i
measurements, YYY i |XXXi,AAAi follows a multivariate normal distribution.

YYY i |XXXi,AAAi ∼ N
(
XXXββββ +AAAiXXX

ψψψψ, σ2V
)

For instance, a simple yet naive assumption would be to assume complete independence between
all observations regardless of the potential underlying correlation. The variance-covariance matrix
V would bear the following form.

Vi = σ2


1 0 . . . 0

0 1 . . . 0
...

...
. . .

...
0 0 . . . 1


Many other covariance structures are possible to adjust for the correlation of repeated measurements.
An exchangeable structure, also known as uniform correlation model, proposes that cor (Yij , Yij′) =
ρ for 1 ≤ j, j′ ≤ ni such that j 6= j′. In other words, any pair of non-identical measurement from
same subject will be correlated in the same way. Under exchangeability, we have the following Vi
structure.

Vi =


σ2 ρ . . . ρ

ρ σ2
...

...
...

...
. . .

...
ρ . . . . . . σ2


Another commonly used structure for the variance-covariance matrix is the exponential correlation
model, also known as first-order autoregressive model. Provided that measurements Yi1, . . . , Yini

where taken at timestamps t1, . . . , tni
, this type correlation relationship has that observations sam-

pled more closely together are more related.

5εiεiεi =
(
εi1, . . . , εini

)>
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Vi =



σ2 ρ ρ2 ρ3 . . . ρni−1

ρ σ2 ρ ρ2
...

...

ρ2 ρ σ2 ρ
...

...
...

...
...

...
. . .

...
ρni−1 ρni−2 ρni−3 ρni−4 . . . σ2


2.3.2 Empirical Estimation of Standard Errors

The main challenge of specifying a covariance structure is that it is often difficult to uncover the true
form of the variance-covariance matrix Vi. However, for a linear model E [Y |X] = Xβββ, the standard
errors of β̂ββ can be estimated empirically as follows [7].

̂
Var

(
β̂
)
=

(
n∑
i=1

xxx>i V
−1
i xxxi

)−1( n∑
i=1

xxx>i V
−1
i Var(Yi)V −1i xxxi

)(
n∑
i=1

xxx>i V
−1
i xxxi

)−1

This formula is commonly referred as the robust variance estimator or sandwich estimator due to
the presence of identical term visually surrounding another expression. Observe that, if the true
form of the Var(Yi) is in fact the posited Vi, we have that Var

(
β̂
)
=
(∑n

i=1 xxx
>
i V
−1
i xxxi

)−1
. However,

if the assumed variance-covariance structure is incorrect, we can still evaluate the expression above
by plugging in the emperically estimated Vi and V̂ar(Yi), which can be estimated via the squared
residuals. By doing so, the empirally estimated variance of the coefficients of interests are still con-

sistent, i.e. V̂ar(β̂)→ Var(β̂) [17]. However, while the robustness of standard errors in the face of the
misspecification of Vi permits the “safe” use of the independence correlation structure, this comes as
a cost of reduced efficiency [7]. In cases where there is underlying correlation between observations,
one can simply continue with linear regression and accommodate for correlation in the estimation of
standard errors by using the sandwich formula above.

However, the procedure for estimating the standard errors of blip coefficients for an ITR needs to in-
corporate the error in estimating generalized propensity scores. In other words, while the sandwich
formula has been shown to be consistent for V ∗i , the dWOLS analysis incorporates its own weights in
the estimation procedure of DTRs. These weights are themselves estimated values, which means that
an adjustment to the robust standard error formula is required for them to provide valid inference.

2.3.3 Bootstrap Estimation of Standard Errors and Confidence Intervals

Bootstrapping is a statistical method first introduced by Bradley Efron in 1979 which aims to estimate
parameters of interest through iterative resampling of existing data [9, 52]. A highly computational
and automatic method, this empirical estimation method can be used to estimate parameters, stan-
dard errors and confidence interval bounds and its theoretical; its theoretical simplicity and ease in
implementation are desirable. Its wide range of applications stems from the lack of asserting any

14



distributional assumption on the data at hand when using the bootstrap procedure.

For a vector-valued random variable ZZZ = (Z1, . . . , Zn) from an underlying distribution F , given
observed values zzz = (z1, . . . , zn), a bootstrap sample indicated by z∗ = (z∗1 , . . . , z

∗
n) is obtained by

sampling from the realizations {zi}ni=1 with replacement. Because sampling is done with replace-
ment, values zi can appear anywhere from 0 to n times in the bootstrap sample z∗. Specifically in
the context of DTRs, Chakraborty et al. have investigated the necessary changes in the bootstrap
algorithm to be able to perform valid inference on quantities [4].

Using the notation employed in Efron and Tibshirani (1993) and the introductory notions presented
in the same work, the bootstrap estimation method for a parameter of interest θ begins with a known
estimator for θ, θ̂ = s(xxx) where s(·) is some plug-in function of the observations xxx [52]. Theoretical
properties of θ̂ such as its expectation and variance can be evaluated using the underlying distribu-
tion F , but also estimated using bootstrap methods.

E(θ̂) =
∫
s(xxx)dF Var

(
θ̂
)
=

∫ {
s(xxx)− E(θ̂)

}
dF

With bootstrapping, an empirical distribution F̂ is used instead of the true probability distribution F .
It follows that the bootstrap replication of θ̂ is obtained by evaluating s(·) on the resampled version
of xxx∗.

θ̂∗ = s(xxx∗)

The standard error of θ̂, denoted by se(θ̂), can be estimated by performing the resampling procedure
multiple times and assessing the spread of all obtained values of θ∗. For a total of B iterations, using
θ̂∗b to represent the bth bootstrap replication of θ̂, the bootstrap estimate of the standard error of θ̂,
indicated by ŝeB can be obtained as followed.

ŝeB =

√√√√ 1

B − 1

B∑
b=1

(
θ̂∗b − θ

∗)2
where θ∗ =

1

B

B∑
b=1

θ̂∗b

Most importantly, it has been shown that lim
B→∞

ŝeB = se(θ̂). Likewise, estimates of probability quan-

tiles can also greatly benefit from bootstrap methods. Since the estimator θ̂ is itself a random variable,
say that is has some distribution Fθ̂. Consider the 100 · αth quantile of Fθ̂ denoted by θ̂∗(α); an ap-
propriate estimate for this quantity would be simply the 100 · αth ordered value out of a set of B
estimates {θ̂∗b}

B
b=1, all of which are bootstrap replication of θ̂. This proves to be useful in estimating

100(1− α)% confidence interval, which can be done empirically as followed.[
θ̂(α), θ̂(1−α)

]
≈
[
θ̂
∗(α)
B , θ̂

∗(1−α)
B

]
For instance, say that 1000 iterations of bootstrap resampling are performed. Then, the estimated
value for the 20th percentile of Fθ̂ is the 200th largest value of the 1000 bootstrap replications. More
sophisticated quantile estimation methods using bootstrap resampling are detailed in Chapters 13
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and 14 [52]. More accurate intervals can be achieved at the cost of positing assumptions on the be-
haviour of the estimator θ̂, but it is common to use the nonparametric estimator in 2.3.3 due to its
ease in execution. Within the context of linear model, especially in DTRs, it is necessary to perform
inference on the obtained blip coefficient estimates.

Standard error of linear coefficients are typically obtained using regression-based formulas, ignoring
potential correlation between observations. Since the bootstrap estimation process is generalizable
for any data-generating mechanism F , in which correlation may occur, the estimate values obtained
using bootstrap resampling are in fact consistent. On top of being easily implementable, this empir-
ical estimation method offers theoretical benefits when estimating parameters of interest.

2.4 Regression-Based Approaches for DTR Estimation

When working with DTRs, positing simpler models to model contrasts of utilities offers simpler
interpretability of estimated parameters [5]. Recent work has examined the use of more flexible and
sophisticated models such as decision trees [48] and deep neural network [25]. In this section, the
focus will be on three regression-based approaches: Q-Learning, G-estimation, dynamic weighted
ordinary least squares (dWOLS) and a generalized version of dWOLS.

2.4.1 Q-Learning and G-Estimation

Primary difference between Q-Learning and G-estimation is the compromise between methodolog-
ical complexity and theoretical guarantees. Proper inference on blip coefficients in Q-Learning re-
quires a correct outcome model specification whereas the blip parameters obtained from G-estimation
boasts the doubly-robust property. In single-stage Q-Learning, the estimation process is nothing
more than solving a linear regression.

E [Y |XXX,A] =XXXββββ +AXXXψψψψ

Although this method may seem overly simplistic in a single-stage decision problem, the main
advantages of Q-Learning is its recursive formulation to optimize for sequential decision making.
When the functional form is not correctly specified, desirable statistical properties (e.g. unbiased-
ness, low variance, consistency, etc.) are not guaranteed; this property is known as single-robust.
When comparing treatments strategies, the treatment-free model parameters are considered “nui-
sance” since interest lies in quantifying the relative quality of treatment regimes to each other. G-
estimation is a doubly-robust method that puts more attention on the blip coefficients. Rather than
requiring the entire outcome model to be correctly specified, consistency of estimators of blip model
parameters can still be achieved in light of misspecification of the treatment-free model. The double
robustness of ψ̂ψψ obtained through G-estimation allows consistency to be achieved using a correctly
specific treatment model. Positing a correct treatment-free model calls for knowledge regarding the
data-generating mechanism for the outcome model, which is, in most cases, impossible to obtain.
However, in many observational settings, the allocation of treatment options can be controlled by
researchers, hence allowing correct specification of the treatment model much more feasible. For
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single-stage decision problems, the G-estimation procedure can be summarized in the following
steps.

1. Select (possibly identical) subsets of explanatory variables XXXα,XXXβ and XXXψ from XXX for the
treatment model, the treatment-free model and the blip model respectively.

2. Estimate the probability of receiving treatment π(A,xxx) = E [A |XXX;ααα].
3. Define G(xxx;βββ) = Y − γ(xxx, aj ;ψψψ) = Y − axxxψψψψ and S(A,XXX) = ∂

∂ψψψ
γ(xxx,A;ψψψ) = Axxxψ .

4. Posit a model for E [G(XXX;ψψψ) |XXX = xxx;βββ]; in most cases, a linear model is be used.

E [G(XXX;ψψψ) |XXX = xxx;βββ] = xxxββββ

5. Obtain the estimates ψ̂ψψ by solving the following score function U(ψψψ) = 000 defined below.

U(ψψψ) =

n∑
i=1

(G(ψψψ)− E [G(xxx;βββ]) (S(A;ααα)− E [S(A,XXX) |XXX = xxx;ααα])

=

n∑
i=1

(
Yi − xxxβi βββ − aixxx

ψ
i ψψψ
) (
{ai − π(ai,xxx;ααα)}xxxψ

)
In step 2, the most common method in estimating the propensity score is via logistic regression.
Also it is worth highlighting that a closed-form solutions for ψψψ can be derived by working with
the score function in step 5 since U(ψψψ) is linear in ψψψ. The most important result of G-estimation
is the double robustness of ψ̂ψψ. However, although G-estimation offers theoretical advantages, its
challenging presentation and intimidating implementation may deter researchers from using this
estimation method. A similar and equally statistically robust method to G-estimation is dynamic
weighted ordinary least squares, which also guarantees consistency of blip estimators p̂sibf under
correct specification of either the treatment-free or treatment model.

2.4.2 Dynamical Weighted Ordinary Least Squares

Dynamic weighted ordinary least squares (dWOLS) is a weighted regression-based approach for the
estimation of optimal treatment regimes first introduced by Wallace et Moodie (2015) [54]. This sub-
section highlights the theoretical underpinnings and practical considerations detailed in the article.
The main advantages in using dWOLS compared to other methods are threefold: its relatively in-
tuitive computational implementation, its statistically robust estimation procedure and its ability to
accomodate categorical treatments. Similarly to G-estimation, dWOLS provides doubly-robust blip
parameters by utilizing treatment-specific information. This appealing property relies on having
weights w(xxx, a) associated to each individual-observations satisfying the balancing property below.
On top of boasting the same statistical robustness as G-estimation, the dWOLS algorithm has the po-
tential of being less daunting in implementation due to the familiar function form of score function,
as it is equivalent to solving a weighted least squares. This equivalence in methodological procedure
allows a relatively straightforward implementation the dWOLS algorithm using built-in regression
functions with weights adhering to the balancing property.
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Theorem 2.1 (Balancing Property). Given that weights satisfying following equation

π (xxx, 1)w (1,xxx) = π(xxx, 0)w (0,xxx)

the dWOLS estimation procedures ensures that the blip parameter estimates ψψψ are consistent where
π (xxx, a) = P (A = a |XXX = xxx).

Many weights satisfy the balancing property above. A common choice of weights is the inverse
probability treatment weights (IPTW) where w(a,xxx) = {π(xxx, a)}−1. Other family of weights that
satisfy the balancing property are detailed in Wallace et Moodie (2015) [54]. In practice, when using
dWOLS in estimation DTRs, the selection of the weights comes down to researcher’s preference.
However, the standard errors estimates can vary depending the form of weights since the asymptotic
variance of blip parameters depend on w(·) [42, 54]. In summary, the dWOLS estimation method for
ITRs is illustrated in the 5 following steps.

1. Select (possibly identical) subsets of covariatesXXXα,XXXβ andXXXψ fromXXX for the treatment model,
the treatment-free model and the blip function respectively.

2. Propose a treatment model E [A |XXX] and define a weight w such that the balancing condition is
satisfied.

3. Posit treatment-free model f(·) in E [Y |XXX = xxx,A = a] = f
(
XXXββββ

)
+ AXXXψψψψ. Typically, linear

regressions are used due to their appealing statistical properties and simplicity, i.e. f(XXXβ ,βββ) =

XXXββββ.
4. Solve the following system of estimating equations to obtain the blip function parameter esti-

mates ψ̂ψψ:

000(r+q)×n =

n∑
i=1

(
XXXβ
i

>

AiXXX
ψ
i

>

)
wi

(
Yi −XXXβ

i βββ −AiXXX
ψ
i ψψψ
)

Note that a closed-formed expression for ψ̂ψψ is available.
5. Evaluate the optimal treatment plan for each subject given estimates ψ̂ψψ as followed.

Aopt =

1 if xxxψψ̂ψψ > 0

0 otherwise

Recent work has extended in the dWOLS literature to handle survival outcomes and continuous
treatments [42, 43]. This project investigates the application of generalized dWOLS which can ac-
commodate multinomial or categorical treatment. While the estimation procedure for single-stage
categorical decision problems closely follows the outline of the dWOLS procedure above, the adap-
tations to several components warrant a more in-depth inspection into the additional theoretical
considerations and results of using the generalized version of dWOLS.
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2.4.3 Generalized dWOLS for Categorical Treatments

The description of the dWOLS estimation procedure above assumes a binary treatment variable A
for proof of concept purposes. However, a recent extension of dWOLS, also known as generalized
dWOLS (G-dWOLS), is able to accommodate for categorical treatments or interventions with more
than 2 treatment options possible. This is especially relevant for the data at hand provided from the
INSPIRE studies, which will be addressed in section 1.2. Given a set of possible treatment options
A = {a1, . . . , am} for some m > 2, the estimators produced by dWOLS are still doubly-robust under
similar conditions as in the binary case. The two main adaptations in the dWOLS structure to acco-
modate categorical treatment is its balancing property and outcome model.

Balancing property – As exhibited in the balancing property theorem above, doubly-robust blip pa-
rameters stem from providing appropriate weights to each observation in the weighted least squares
algorithm. The formulation of the theorem is general, in that π (xxx, a)w (xxx, a) needs to bear the same
value for all interventions a ∈ A. Examples of multinomial weights adhering to the balancing prop-
erty that will be abroaded in this work include inverse probability of treatment weights (IPTW) and
overlap weights (W-O):

• Inverse probability of treatment weights (IPTW)

w(xxx, a) =
1

π(xxx, a)

• Overlap weights (W-O):

w(xxx, a) =
1/π(xxx, a)∑m
`=1 1/π(xxx, a`)

Notice that the overlap weights are in fact IPTW divided by a stabilizing term
∑m
`=1

1
π(xxx,a`) that

is solely depends on xxx and not any treatment options.

Careful attention must be made when positing structure on weights w(·, a); direct extension of
weights in binary context to the categorical setting may not necessarily adhere to the balancing prop-
erty [42]. In Schultz and Moodie (2020), other weighting families for categorical treatments adhering
to the balancing property are also available, but will not be addressed in this paper [42].

Outcome model and score function – On top of the adaptations of weights, careful attention must
be given to the outcome model and score function. In the binary case, the blip function can be un-
derstood as an expected gain in utility or reward when receiving treatment A = 1 compared to
A = 0; it is insinuated that A = 0 is the baseline or reference treatment. However, when more than
2 treatments are possible, adaptations to blip function and hence the score function must be made.
Keeping the treatment-free model untouched, the sum of m − 1 contrast terms will compose the
“new” blip function. In other words, a linear term xxxψψ` must be posited for each non-reference treat-
ment `. Simply put, when A is a categorical variable where A = {a1, a2, . . . , am}, assume without
loss of generality that a1 is chosen to be the reference treatment. The blip function can be written
as a sum of treatment contrasts, each of which represent an expected gain in utility compared to the
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counterfactual situation where a1 were the assignment treatment.

γ(xxxψ, a) =

m∑
`=2

1a=a` xxx
ψψψψ`

Notice that 1a=a` = 1 for at most one ` ∈ {2, . . . ,m}. Closed-form solutions for the blip function
parametersψψψ can be obtained by solving a vector-valued score function similarly to the one provided
in section 2.4.2.

000p×1 =

n∑
i=1


XXXβ
i

1a=a2XXX
ψ
i

...
1a=amXXX

ψ
i

wi

(
Yi −XXXββββ −

m∑
`=2

1a=a` xxx
ψψψψ`

)

where p = q + r(m − 1) since XXXβ
i is (p × n) and XXXψ

i is r × n. While this system of equation may
seem intimidating, weighted ordinary least squares can still be used by agglomerating covariates
and coefficients from the treatment-free model and blip functions.

Let XXXp =


XXXβ
i

1a=a2XXX
ψ
i

...
1a=amXXX

ψ
i

 and let βββp =
(
βββ>,ψψψ>2 , . . . ,ψψψ

>
m

)>
by a (p × 1) column vector consisting of

all treatment-free coefficients and blip function parameters. Using this notation, the score function
simplifies to a familiar expression in multiple weighted ordinary least squares. Similarly to the binary
case, the optimal treatment can be obtained for patient-specific blip covariates values.

Âopt(xxxψ) =


argmax
a∈{1,2,3}

xxxψψ̂ψψa if max
a∈{1,2,3}

xxxψψ̂ψψa > 0

0 otherwise

2.5 Longitudinal Framework

In a longitudinal setting, the multi-stage nature of treatment regimes implies that decisions are made
in a sequential manner. Ideas in this section – especially the formulation of longitudinal framework
for DTRs – are primarily inspired from Chakraborty and Moodie (2013) and Kosorok and Moodie
(2015) [5, 21]. When assessing the effects of stage specific treatments, the potential outcome or coun-
terfactual framework is employed in determining the “best case scenario” if all subsequent deci-
sions were optimal. In other words, the stage j counterfactual outcome Ỹj assumes adherence to the
optimal regime

(
a

opt
j+1, . . . , a

opt
K

)
, which can be estimated by adding the regret functions for stages

j + 1, . . . ,K.
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Ỹj = Yj +

K∑
k=j+1

µk

(
xxxk, ak; ψ̂ψψk

)
Finding the optimal sequence of treatments for subsequent stages is possible due to splitting the
larger global problem into multiple smaller problems. The backtracking mechanism of the optimiza-
tion procedure originates from dynamic programming whereby more details about this field are
detailed in section 2.5.1. To facilitate the maximization procedure of a final or ultimate outcome in
a K-stage decision problem, the value function V dj : Hj → R is defined as followed for some stage
j ∈ {1, . . . ,K} and for some deterministic or fixed regime d ∈ D ≡ A1 × . . .×AK .

V dj (hhhj) = E

 K∑
k=j

Yk(HHHk, Ak, Xk+1)
∣∣∣HHHj = hhhj


Here, Yk(HHHk, Ak, Xk+1) represents the kth stage utility or reward given history HHHk, treatment Ak
and subsequent covariates Xk+1. Finding the optimal decision vector comprised of K individual
actions leading to the best expected terminal outcome value is equivalent to determining the optimal
policy d that maximizes V dK . Let V opt

j (hhhj) = max
d∈D

V dj (hhhj) denote the maximal expected value of

outcome at a possible intermediate stage j. Defining such a function is useful due to breaking down
the global optimization procedure into smaller subproblems, which are simpler to solve due to its
unidimensionality of action space Aj .

V
opt
j (hhhj) = max

d∈D
V dj (hhhj)

= max
d∈D

E

 K∑
k=j

Yk(HHHk, Ak, Xk+1)
∣∣∣HHHj = hhhj


= max

d∈D
E

Yj(HHHj , Aj , Xj+1) +
K∑

k=j+1

Yk(HHHk, Ak, Xk+1)
∣∣∣HHHj = hhhj


= max

d∈D
EAj ,Xj+1

[
EAj+1,···,AK ,XK+1 |Aj ,Xj+1

[
Yj(HHHj , Aj , Xj+1)

+

K∑
k=j+1

Yk(HHHk, Ak, Xk+1)
∣∣∣HHHj = hhhj

]]

= max
aj∈Aj

EAj ,Xj+1

Yj(HHHj , Aj , Xj+1) + max
d∈D

E

 K∑
k=j+1

Yk(HHHk, Ak, Xk+1)
∣∣∣Aj , Xj+1

 ∣∣∣∣∣HHHj = hhhj


= max
aj∈Aj

EAj ,Xj+1

[
Yj(HHHj , Aj , Xj+1) + V

opt
j+1 (HHHj+1)

∣∣∣HHHj = hhhj

]
For notation simplicity, HHHj+1 was used to denote the accumulated information (hhhj , Aj , Xj+1) even
though hhhj is given as input in the V opt

j function whereas expectation is taken over Aj and Xj+1.
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In the context of medical decision making, it is desirable for researchers to perform optimal actions,
i.e. ones that maximize the value function. As a result, an analogous function to the one above to
address value maximization is the Q-function defined as followed at stage j.

Qdj (hhhj , aj) = E
[
Yj(HHHj , Aj , Xj+1) + V dj+1 (HHHj+1) |HHHj = hhhj , Aj = aj

]
The only difference is that Qdj receives the jth stage treatment as input instead of marginalizing over
the random variable. Likewise, the optimal value of the Q-function at stage j turns out to be the
following expression.

Q
opt
j (hhhj , aj) = E

[
Yj(HHHj , Aj , Xj+1) + V

opt
j+1(HHHj+1) |HHHj = hhhj , Aj = aj

]
Essentially, the Q-function denoted by Qdj (·) is almost identical to the valuation function defined
earlier, denoted by V dj (·). The subtle difference between the two functions is the way Aj is being
treated; in Qdj (·), Aj serves as an input variable in the conditional expectation whereas, in V dj (·), Aj
has been marginalized out. In many cases, interest lies in performing inference on the decision space
Aj at stage j and in finding the optimal decision a

opt
j that maximizes the utility function, which is

why it is often preferable to work with Qdj (·) instead of V dj (·). Most importantly, the estimation of
Q

opt
j can be done using linear models.

Q
opt
j (hhhj , aj ;βββ,ψψψ) = hhhβjβββ + ajhhh

ψ
j ψψψ

As shown in the manipulation of the Qopt
j expression, the optimal jth stage decision requires Qopt

j+1

to be known and so on. In other words, the optimization of the jth stage treatment variable requires
the subsequent ones to be performed first. This backtracking or recursive procedure to global opti-
mization resembles greatly ideas from dynamic programming which are highlighted in section 2.5.1.
Likewise, the jth stage model estimates the counterfactual outcome as if all subsequent treatments
were chosen to be optimal.

Using the Qopt
j function defined above, the blueprint for regression-based DTR estimation methods

for multi-stage problems outlined in Algorithm 1 are in fact similar in design: construction of pseudo-
outcome, obtain stage-specific blip coefficient estimates and continue the estimation process for the
previous stage. The practical difference between longitudinal version of Q-Learning, G-estimation
and dWOLS boils down to a trade-off between theoretical guarantees and difficulty in implementa-
tion. In terms of the statistical algorithm itself, the only difference is the score function U(ψψψ) which
provides the ψ̂ψψ estimates, as the former varies depending on the estimation method.

2.5.1 Allusions to Other Fields: Dynamic Programming and Reinforcement Learning

The optimization of long-term outcomes through sequential decision making shares common foun-
dations with other quantitative research fields such as dynamic programming and reinforcement
learning [3, 47]. The DTR paradigm combines ideas from dynamic programming and statistics in
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Algorithm 1: Outline for multi-stage treatment DTR estimation methods

1 for j in {K, K-1, . . . , 1} do
2 if j == K then
3 Define the pseudo-outcome ỸYY K = YYY K
4 else
5 Define the pseudo-outcome ỸYY j = YYY j +

∑K
k=j+1 µk(hhhk, ak; ψ̂ψψk)

6 end

7 Set E
[
ỸYY j |HHHj = hhhj ,AAAj = aaaj ;βββj ,ψψψj

]
=HHHβ

jβββj +AAAjHHH
ψ
j ψψψ

8 Estimate ψ̂ψψj in by solving for ψψψ in a score function U(ψψψj) = 0

9 Solve for Aopt
i = argmax

a∈{0,1}
a hhhψijψψψj for all individuals 1 ≤ i ≤ n

10 end

providing a statistically robust framework in devising the best sequence of decisions. The maximiza-
tion procedure within DTR paradigm requires that the specified functions V d(·) andQd(·) need to be
known in order to maximize them. However, although they are often not known, they can be esti-
mated using data-driven methods. As a result, in finding optimal policies or actions, robust methods
are required to posit reliable yet realistic statistical models to estimate the valuation functions.

At its core, as explained above, the DTR optimization procedure in a longitudinal setting solves
optimization problems from the end to the beginning. This backtracking process, also known as re-
cursion, is one of the distinguishing feature of dynamic programming which, in short, attempts to
optimize multi-stage decision problems by breaking them into multiple intermediate sub-problems.
In fact, the DTR estimation procedure adheres to the Bellman equation, which fundamentally origi-
nates from dynamic programming, all while estimating model parameters from data [3, 5].

Dynamic programming is a common algorithmic method that solves complex problems recursively
by breaking them down into a collection of simpler ones [19]. Reinforcement learning (RL), on the
other hand, falls under the umbrella of artificial intelligence and has been an area of research that has
received a lot of attention in the past years. In fact, artificial intelligence can be split unto three major
subfields: supervised learning, unsupervised learning and RL [13]. In summary, supervised and un-
supervised learning deal with extracting information from labelled and unlabelled data respectively,
whereas RL focuses on having agents learn how to make optimal decisions when put into different
environments. For instance, recent developments in robotics, neuroscience and automated gaming
are all products of extensive research in this field of study. RL and DTRs bears many similarities
in that they share common methods in tackling problems. In both fields of study, many problems
are formulated to maximize some reward through sequential decision making. More formally put,
the RL framework postulates that an agent is presented a set of actions A while being put in some
environment or state s ∈ S. The agent’s probability in selecting a given action or decision a ∈ A for
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some state s is represented by π(a, s) ∈ (0, 1) known as a policy map.

π(a, s) : A× S → [0, 1]

R(a, s) : A× S → R

Figure 1: Visual representation of iterative process of the decision making coupled with the genera-
tion of states and rewards [47].

The iterative process of changing states, obtaining rewards and forming decisions in discrete time
is known as a Markov decision process [2, 47]. Notice how the formulation of problems in rein-
forcement learning bears strong similarities with DTRs except with slightly different terminologies.
Commonly used terms such as rewards, actions, states and policy maps are analogous to outcomes,
treatments, covariate information or patient history and propensity scores when talking about DTRs.

Notable differences between these two fields are primarily the complexity of problems which are be-
ing tackled and the methods which are used to solve them. Finite-horizon problems are ones where a
fixed number of stages or a stopping rule is posited in preventing the problem from continuing end-
lessly. The lack of a foreseeable end in such problems often entail extremely complex environments
(such as in robotics, locomotion and automated vehicle control) and novel yet relatively computa-
tionally intensive estimation methods with fewer known theoretical properties [20, 10, 35, 49]. In
DTRs, while problems are often of lower complexity, methods in solving for optimal decisions are
rather more interpretable and easily implementable at the exchange of the single structure in the
potential studied problems. However, recent works have explored the usage of more flexible high-
dimensional techniques in estimating treatment strategies [25].
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2.6 Data Analysis

2.6.1 Preliminary Definitions

We begin with definitions, as there are many terms that are similar or make have similar non-
technical meanings.

Definition 2.9 (Injection cycle). An injection cycle or cycle of injections refers to a group of repeated
injections, each of which were administered at one-week intervals. Each cycle is comprised of 1, 2 or
3 injections, all of which were administered at a dosage of 20µg/kg.

Definition 2.10 (Treatment interval). A treatment interval is a period which spans from the begin-
ning of an injection cycle to the beginning of the subsequent injection cycle, if there are any, or to the
end of the patient’s involvement in the clinical trial. For participants in the control arm of INSPIRE
2, the beginning of their participation to the beginning of their first injection cycle, which spans ap-
proximately one year, is considered a treatment interval with no injection cycles. For all other cases,
a treatment interval is specified by a series of non-zero repeated injections.

Definition 2.11 (Treatment stage). A treatment stage is an approximate 90-day period whereby pa-
tients are eligible to receive a cycle of repeated injections6. Each treatment interval can be divided
into one or multiple treatment stages. In the case where a treatment interval consists of more than
one treatment stage, the first stage is where the administration of injections take place and the sub-
sequent ones are treatment stages with 0 injections.

Definition 2.12 (CD4init). The initial concentration at the beginning of a treatment stage denoted by
CD4init is the CD4 load of the first measurement of the stage.

Figure 2: CD4 dynamics of patient 1701 from INSPIRE 2.

6Recall that patients need to have CD4 load less than 550 cells/µL at the beginning of the treatment stage to receive
injections.
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Example 2.1. Consider the CD4 dynamics of patient 1701 with the labelling of treatment stages and
treatment intervals in Figure 2. In this illustrative example7, this participant has received two injec-
tion cycles: a first cycle consisting of 3 injections spanning from day 0 to day 374 and a second cycle
consisting of a single injection spanning from day 374 to day 756. Both treatment intervals are split
into multiple treatment stages: the first treatment interval contains 3 treatment stages whereas the
second cycle contains 4 treatment stages. In the first treatment interval, the participant receives an
injection cycle consisting of 3 injections in the first treatment stage and this is followed by 3 treat-
ment stages where no injections are administered. In the second treatment interval, the participant
receives an injection cycle consisting of 1 injection in the first treatment stage (4th overall) and this
is followed by 3 treatment stages with no injections. Notice that the interval between day 78 and
day 163 does not constitute as a treatment stage because the CD4 count measured at day 78 is above
550 cells/µL. Generally speaking, treatment interval is a term which is more relevant when talking
about the clinical trial whereas treatment stage is a term that is better suited for statistical analysis.

2.6.2 Data Adaptation for DTR Framework

In ITR estimation, focus lies in maximizing a “good outcome” that is reflective of a patient’s well-
being. Because the research question involves assessing the proportion of time where the CD4 con-
centration is above 500 cells/µL over the short-term duration following a treatment decision, the
first challenge was to adapt the data at hand to conform to a DTR question. To do so, we con-
ceived of a scalar-valued outcome consisting of a utility accounting for a patient’s immune response
and penalization for excessive injections, so that the outcome of interest was a single measurement
representing an entire 90-day treatment stage. Every observation in the processed data consists of
patient-stages where CD4init < 550 cells/µL.

An outcome of interest denoted by Ug is defined to be the proportion of time, following treatment,
that a participant had a healthy CD4 load, capturing immune response over a given treatment stage.
With multiple measurements available for each treatment interval, a patient’s CD4 dynamics need
to be estimated. While more sophisticated statistical methods such as mechanistic models [18] have
been used to estimate the T cell dynamics, for simplicity we use linear interpolation to estimate the
trajectory of patients cell count.

Definition 2.13 (CD4(t)). Given a set of n observations {(tk, CD4k)}nk=1 over some treatment stage,
the trajectory CD4(t) can be estimated over [t1, tn] as a piecewise function comprised of linear func-
tions.

CD4(t) =
CD4k+1 − CD4k

tk+1 − tk
(t− tk) + CD4k t ∈ [tk, tk+1] for all k ∈ {1, . . . , n− 1}.

In subsequent sections, it could be of particular interest to investigate the first measurement taken at
the beginning of a treatment stage; this specific CD4 cell count will be represented by the notation
CD4init.

7In the graph, every “stage” is short for “treatment stage”.
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Definition 2.14 (Ug). The utility Ug is defined to be the proportion of time where the patient of
interest has a CD4 concentration greater or equal to 550 cell/µL. Formally, given a trajectory CD4(t)

defined over some interval [t1, tn], Ug is defined as follows.

Ug =
1

tn − t1

∫ tn

t1

1CD4(t)≥550 dt

For instance, by definition, Ug ∈ [0, 1], where Ug = 0 if all observed measurements are below 550

cells/µL.

Definition 2.15 (U i). The cost U i is defined to be the negative of the number of injections. In other
words, the purpose of penalizing for the number of injections on top of a low CD4 cell count is to
prevent the administration of superfluous injections. Thus, U i ∈ {−3,−2,−1, 0}.

Example 2.2. Consider the following illustrative example of a patients’ CD4 dynamics and two in-
jections were received in this treatment stage and are represented by the two vertical dotted lines.
The three CD4 measurements are 400, 700 and 500 taken at respectively day 0, 24 and 80.

Figure 3: Estimation of CD4 dynamics using linear interpolation.

Because two injections were administered, U i = −2. The estimated CD4 trajectory in Figure 3 crosses
the 500 cells/µL threshold at time points t ∈ {12, 66}. It follows that CD4(t) ≥ 0 for t ∈ [12, 66] and
the utility associated to immune response can be calculated as followed.

Ug =
1

80

∫ 80

0

1CD4(t)≥550 dt

=
1

80

∫ 66

12

1dt

= 0.55

Definition 2.16 (Uη(η)). Inspired by Pasin et al., the outcome variable, denoted by Uη(η), is defined
to be a convex sum of two previously defined utilities, Ug and U i.
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Uη(η) = ηUg + (1− η)U i for η ∈ [0, 1]

The parameter η allows the focus of the constructed outcome variable to vary depending on the
chosen value of η. Thus, an η of 0 would suggest that the utility is simply the negative of the number
of injections, which would be maximized by never injecting participants. Conversely, setting η to 1
would generate a treatment rule designed to maximize CD4 response, without any consideration of
the number of injections.

2.6.3 Tailoring Variables

Personalized data collected in the INSPIRE studies 2 and 3 can be used to tailor the number of in-
jections to HIV-infected patients. In the outcome model, such quantities can be incorporated as part
of the blip function and they include the following information: age, sex, BMI and ethnicity. A table
summarizing the details of these quantities, such as mean and standard deviation, is given in Table 2.

In practice, the idea behind longitudinal studies as a whole is to investigate the effects of studied in-
terventions over time. The repeated assessment of outcome measures allows researchers to observe
the trajectory or changes in a participant’s well-being, and leverage the repeated measures by treat-
ing individuals as their own controls by comparing different treatments given to the same individual
at different times. To do so, studies typically span a sufficiently long period of time to allow any ef-
fects of medical interventions to develop and to be observable. Looking at myopic regimes implies
that the sequential nature of treatment stages is omitted in the analysis, and our focus is limited to
short-term changes in outcome effected by the treatment. We allow for previous immune responses
to affect future ones in the modelling procedure by conditioning on individual patients’ histories.
That is, in addition to positing a correlation structure between treatment stages of a same patient,
one way to account for historical injection information is to define tailoring variables that can em-
body potential prior biological response to the administration of IL-7. Variables defined below and
denoted by Hx and Resp are used to portray historical treatment information that can be relevant in
tailoring future treatments.

Definition 2.17 (Hx). A patient’s historical treatment information, denoted by Hx, is a dichotomous
variable indicating if a patient has received injections in a prior treatment stage:

Hx =

0 if no injections were previously administered

1 if at least 1 injection was previously administered.

By definition, for any patient, treatment stages will have an Hx value of 0 until an injection is admin-
istered. As soon as a treatment stage is observed in which a participant receives at least 1 injection,
the Hx covariate will take a value of 1 for all subsequent treatment stages for that patient.

Definition 2.18 (Resp). A patient’s response to previous treatment is denoted by Resp, and is defined
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as

Resp =

 0 if Hx = 0

1
nprev

(
max
k

(
CD4

prev
k

)
− CD4

prev
init

)
if Hx = 1.

where the prev subscript refers to the preceding treatment stage where a cycle of injections was pro-
vided to the individual. In the definition of Resp, the multiplicative coefficient {nprev}−1 primarily
serves the purpose of adjusting for the number of injections administered. In essence, the idea is to
provide a measure in CD4 “jump” attributable for a single injection. For instance, for a same increase
in CD4 count, the Resp variable should exhibit a larger value if fewer injections were received. The
idea is to highlight the sensitivity participants’ immune response to the quantity of IL-7 provided.

Example 2.3. Refer back to the dynamic of patient 1701 displayed in Figure 2. The first cycle of injec-
tions are administered in the first stage; as a result, Hx = 0 in stage 1 but Hx = 1 for all subsequent
stages, i.e. for stages 2, 3, . . . , 7. Likewise, Resp = 0 for stage 1. For stage 2, 3 and 4, the most recent
treatment stage with a non-zero number of injections was stage 1. As a result, they bear the same
Resp value of 1

3 (988−329) ≈ 219.7; stages 5, 6 and 7 all have a Resp value of 356, which was obtained
using the same calculation on treatment stage 4.

In the dWOLS analysis, the natural logarithm of the above-defined response shifted by 1 unit, de-
noted logResp, will be used in the analysis:

logResp = log(Resp + 1).

Resp exhibited considerable skew, and so this transformation was employed to reduce the impact of
outlying values.

2.7 Analysis Plan

The statistical analysis of INSPIRE data using an ITR framework is summarized in the following
protocol.

1. Organize the data into a long format and compute Ug and U i for all patients and all stages.
For instance, the graph above displays the CD4 cell count concentration over time for patient
1701 in Figure 2. Merging baseline and time-varying information yields Table 1, whereby data
is organized in a long format and ready for dWOLS implementation.
In the data collected during the INSPIRE studies, there are three categories for Origin: Cau-
casian, African and Other; however due to small numbers, this is recoded as a binary variable,
where 1 encodes a participant being of African origin and 0 otherwise (i.e. Caucasian or Other).
The Sex variable was also defined as dichotomous, where 1 represents male.

2. Fit multinomial propensity scores P (Ai = ai |XXXα
i ) where covariates XXXα

i consist of the follow-
ing: Sex, Age, BMI, Origin and CD4init. Weights wi can be taken to be P (Ai = ai |XXXα

i )
−1. We

use A = 0 as baseline treatment as it is the largest group.
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Table 1: Patient 1701 data in “long” format, obtained by extracting and combining relevant infor-
mation from baseline information, observed time-varying information, and outcome data generated
through the linear interpolation of CD4 counts.

Patient ID Sex Age BMI Origin Hx Resp CD4init Ug
Number of

Injections (U i)
1701 0 49.9 26.48 0 0 0 329 0.859 3
1701 0 49.9 26.48 0 1 219.7 430 0 0
1701 0 49.9 26.48 0 1 219.7 426 0 0

...
...

...
...

...
...

...
...

...
...

3. Compute Uη(η) = ηUg + (1 − η)U i for a given weight value η for all individual-stage data.
Separate analyses will be performed for each utility.

4. Define the treatment-free and blip model covariates to include patient-specific data:

– XXXβ : Sex, Age, BMI, Origin, Hx, logResp and CD4init

– XXXψ : Sex, Age, BMI, Origin, Hx and logResp

5. Apply the categorical dWOLS algorithm above using the defined IPTW weights W , treatment-
free covariatesXXXβ , blip covariatesXXXψ and outcome variable Uη(0). We use ψa for the vector of
blip parameters associated with injections for a ∈ {1, 2, 3} (where, recall, A = 0 is the baseline
treatment category.

6. Estimate empirical standard errors and confidence intervals using either the robust variance
estimator or the bootstrap procedure for the blip parameters ψ̂ψψ obtained from the previous
step.

7. Determine the optimal treatment (number of injections) for each patient using the formula
provided at the end of section 2.4.3.

Repeat the analytic steps 5-7 for other values η ∈ [0, 1], first recomputing the utility in step 3.
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3 Results

3.1 Descriptive Results

A summary of covariates associated to each patient-stage in the processed data is available in Ta-
ble 2. The standardized mean difference (SMD) is a score that measures the imbalance of character-
istics across observations in different treatment groups [11, 55]. An SMD value greater than 0.1 is a
common criterion used to determine if a particular covariate is imbalanced across treatment groups
[44]. For instance, in Table 2, both the Age and Sex variable have an SMD value of 0.12, the smallest
SMD value amongst covariates of interest. This descriptive measure shows that there is significant
imbalance in all characteristics across observations grouped by treatment category. It is also worth
highlighting the low sample size in treatment categories A = 1 and A = 2. There are 315 observa-
tions associated with 0 injections and 150 observations associated with 3 injections whereas there are
only 17 and 22 observations associated with 1 and 2 injections respectively. The low number of ob-
servations in the A = 1 and A = 2 group is a by-product of the INSPIRE protocols where 3 injections
should be have administered according to study protocol.

Table 2: Summary of patient characteristics with respect to number of injections received

Characteristic
Mean (SD)

SMD

A = 0

(n = 315)

A = 1

(n = 17)

A = 2

(n = 22)

A = 3

(n = 150)

Sex 0.77 (0.44) 0.71 (0.47) 0.77 (0.43) 0.68 (0.47) 0.12

Origin 0.40 (0.49) 0.29 (0.47) 0.32 (0.48) 0.48 (0.50) 0.22

BMI 24.4 (3.6) 25.0 (4.5) 25.8 (4.5) 24.3 (3.5) 0.21

Age 45.4 (8.8) 46.3 (8.8) 44.5 (7.9) 44.9 (8.4) 0.12

CD4init 350 (112) 435 (89) 358 (105) 322 (116) 0.56

logResp 3.60 (2.53) 4.89 (1.90) 2.97 (2.79) 2.01 (2.68) 0.64
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Figure 4: Histogram of durations of all eligible stages

The distribution of the treatment stage duration in days is displayed in Figure 4. Because the research
question examines the ideal number of injections in a cycle for each 90-day window, the distribution
is tightly centred near 90 days. The observed heterogeneity in interval durations is most likely at-
tributable to randomness in appointment scheduling during the clinical trials. It is assumed that
this variability does not substantially affect the analysis, especially in the definition of the immune
response utility, where Ug is computed as a proportion.

Figure 5: Average Uη(η) values with 95% confidence intervals with respect to treatment group plot-
ted across η values in [0, 1].
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Figure 6: Boxplots for Uη(η) values for η ∈ {0.25, 0.6, 0.75, 0.9, 0.95, 1}.

The utility (outcome), averaged over all individual treatment stages in the study, are given under
each number of injections in Figure 5: the average Uη(·) value across observations and their 95%

confidence intervals are represented by a thick line and dotted lines, respectively. The linearity of
means and confidence interval bounds follows immediately from Uη(·) being a linear combination
of Ug and U i. Boxplots for Uη(η) are displayed in Figure 6, stratified by the number of injections
provided in patient-stages for several η values. Together, these two figures provide an overview
of the outcome measure distribution with respect to treatment categories and utility weights. For
instance, for η < 0.6, the value of Uη(·) is largely dominated by the penalizing term U i for the
quantity of administered injections. This result follows from the discrepancy in the widths of ranges
of Ug and U i; Ug ∈ [0, 1] whereas U i ∈ {−3,−2,−1, 0}. When more emphasis is put on immune
response, i.e. in cases where η conveys a larger value such as 0.9, 0.95 or 1, the outcome values for
1, 2 and 3 injections are closer to each other. In the bottom three plots in Figure 6, utilities capturing
immune response information do not seem to be considerably different in patient-stages where at
least 1 injection was administered. Ug values for 0 injections are 0 for nearly all patient stages, which
explains the lack of variability in the boxplot for A = 0.
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Figure 7: Histogram of propensity scores, inverse weights and overlap weights

Generalized propensity scores were fitted using multinomial logistic regression, which were then
used to compute the weights wi needed for the dWOLS analysis. Boxplots for the propensity score
P (A = a |XXX), inverse probability treatment weights and overlap weights are displayed in Figure 7.
The boxplots of the generalized propensity scores show that, in general, participants have a higher
likelihood to receive 3 or no injections compared to receiving 1 or 2 injections in an injection cycle.
This follows immediately from the small sample size of patient-stages where only 1 or 2 injections
were administered as a cycle. According to middle and right-hand panel, titled “Inverse weights”
and “Overlap weights”, it is shown that observations associated with treatment groupsA = 1 orA =

2 receive larger weight values in the dWOLS analysis to accommodate for their underrepresentation
in the dataset.

3.2 Statistical Summary of Blip Coefficients

Estimates of blip parametersψψψ1,ψψψ2 andψψψ3 are dependent on the outcome measure Uη(·) which itself
relies on a particular choice of η ∈ [0, 1]. Each η value yields different values for the outcome vari-
able, which in turn implies that the estimated ITR would vary accordingly. Because there are many
coefficient estimates of interest and the utility weight is a continuous parameter, the overarching pur-
pose of the statistical analysis and its interpretation is to paint a comprehensive portrait of the results
while providing sufficient detail to determine key factors that influence treatment recommendation.
The statistical analysis results for η = 0.7 and 0.9 are provided in Tables 3 and 4 respectively on the
following page. Coefficient estimates are displayed alongside their 95% confidence intervals; bold
estimates are statistically significant at a 5% level.

From these summary tables, coefficients for Hx and Resp, denoted by ψ̂`,Hx and ψ̂`,logResp, are sta-
tistically significant across contrast functions γ`(·), ` = 1, 2, 3 for both η = 0.7 eta η = 0.9. Other
coefficients such as ψ̂2,Sex, ψ̂3,Sex and ψ̂3,Age are also statistically significant for η = 0.7 and η = 0.9.
Recall that, by construction of the Hx and Resp variables representing IL-7 injection history, patients
with a non-zero logResp value have an Hx value of 1. Consider the following expression from the
blip function capturing information attributable to prior injections.

ψ̂`,HxHx + ψ̂`,logResplogResp (1)
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Although ψ̂`,logResp bears a positive value for ` = 1, 2, 3 and η = 0.7, 0.9, estimates for ψ̂`,Hx are
negative. By plugging in various logResp values, it can be shown that the equation (1) is more likely
to be positive when participants exhibit a large logResp value. This in turn can imply one of two
things: either response to previous IL-7 injections was good or they began the treatment stage with a
very low CD4 count. For instance, say that, for illustrative purposes, three people have Resp values
of 200, 500 and 700. The evaluation of the expression in (1) for ` = 1, 2, 3 and for η = 0.7, 0.9 is
summarized in the Table 5.

logResp

values
` = 1 ` = 2 ` = 3

200 −0.262 −0.027 −0.120
500 0.003 0.192 −0.028
700 0.100 0.273 0.005

logResp

values
` = 1 ` = 2 ` = 3

200 −0.338 −0.056 −0.141
500 0.000 0.227 −0.022
700 0.124 0.331 0.022

Table 5: Evaluation of ψ̂`,HxHx + ψ̂`,logResplogResp for different treatment options ` = 1, 2, 3 fixing
η = 0.7 and η = 0.9.

From this, it can be inferred that the estimated ITRs for η = 0.7, 0.9 generally recommend the admin-
istration of a cycle of injections if benefits of previous injections have been reflected in an increase of
CD4 cell count, information which is conveyed through the definition of the Resp variable. Although
the parameter estimates for lower η values are not displayed in this section, it is the case that results
suggest a conservative approach when recommending injections.

Figure 8: Number of observations having Aopt as each treatment type with respect to η values.

The optimal number injections can also be calculated for each patient-stage in the dataset used for
the analysis. Estimation of contrast values γ`(hhh

ψ) can be done by plugging in covariate-specific
information hhhψ for each patient-stage in the processed dataset. Âopt can be obtained by comparing
values of the blip functions as discussed in section 2.4.2. The number of observations having Âopt
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being equal to 0, 1, 2 or 3 injections are displayed with respect to η values ranging from 0 to 1 in
Figure 8. According to this graph, for smaller values of η, i.e. approximately when η < 0.4, the
recommended number of injections is 0, which follows immediately from most of the utility weight
being assigned to minimize the number of injections. As η increases its value beyond the 0.4 mark,
more patient-stages are recommended to inject once, which can be inferred from the gradual increase
in the red curve. Beyond the η = 0.6 mark, a cycle consisting of 2 injections is more likely to be
recommended and likewise for 3 injections when η increases beyond the 0.8 threshold. Having a
treatment rule that suggests more injections for values of η closer to 1 is due to a larger importance
attributed to a stronger immune response rather. One important thing to observe is that, when η = 1,
i.e. when there is no penalization for the number of injections, a considerable number of patient-
stages in are still being recommended 1 or 2 injections rather than 3. Although other factors such
as a patient’s age, sex, ethnic origin may affect the estimated ITR, recall that the observed immune
response utility Ug seems to be comparable across groups A = 1, A = 2 and A = 3 (c.f. Figure 6).

3.3 Treatment Recommendation for Specific Patient Profiles

Figure 9: Contrast function utility for different number of injections with respect to utility weights
η ∈ [0, 1] for four patient profiles.

Treatments depend on the chosen weight values associated to utilities Ug and U i; however the in-
dividualization of the treatment recommendation also depends on characteristics of patients, as the
blip model is a function of covariatesXXXψ . To give an idea of the optimal number of injections, plots
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showing the estimated value of γ`(·, a`) for a` = 1, 2, 3 for four chosen patient profiles are shown in
Figure 3.3. The chosen patient profiles are as follow:

Profile 1: 25-year-old man of non-African ethnic background, with a BMI of 25 and without any IL-7
injection history;

Profile 2: 40-year-old woman of African ethnic background, with a BMI of 35 and with a recent in-
jection cycle with a Resp value of 200;

Profile 3: 60-year-old man of African ethnic background, with a BMI of 24 and without any IL-7
injection history;

Profile 4: 80-year-old woman of non-African ethnic background, with a BMI of 30 and with a recent
injection cycle with a Resp value of 400.

The dotted line representing the 0 utility threshold is the value of the blip function for the A = 0

category since it was chosen to be reference treatment. Because the blip function compares utilities
across treatment options, the number of injections exhibiting the largest utility value for a fixed η

value is the optimal treatment determined by the dWOLS analysis. For instance, for patient profile
1, for values of η < 0.6, the results suggest that no injections should be administered. On the other
hand, for values larger than approximately 0.7, a cycle of 2 injections is recommended. From two
plots, three main conclusions can be drawn.

Firstly, similarly to what Jarne et al. have found [18], there does not seem to be a considerable benefit
in administering 3 injections. Instead, either 1 or 2 injections seem to result in comparable or even
better immune response since, for η = 1, blue curves are above yellow ones for patient profiles 1

and 2 whereas red curves are above yellow ones for patient profiles 3 and 4. Secondly, while it is
intuitive that Aopt = 0 for smaller values of η, the decision to administer a non-zero number of injec-
tions seems to vary across patient profiles. The red line crosses the dotted line in profile 3 and 4 for a
smaller value of η relative to the blue line in profiles 1 and 2. The main difference between these pairs
of patient profiles is their age: profiles 1 and 2 are respectively 20 and 40 years old whereas profiles 3
and 4 are respectively 60 and 80 years old. This in turn can be imply that, according to this analysis, a
first IL-7 injection is more necessary in older participants than in younger counterparts but a second
dosage is unnecessary. However, for younger patients, assigning 1, 2 or 3 injections yield comparable
results in immune response; a moderate decision of 2 injections may be the best, most conservative
approach.

38



4 Discussion and Conclusion

Overall, the dWOLS analysis provides valuable insight on the ideal number of injections through
the design of ITRs, one for each value of the utility weight η. Treatment recommendation largely
depends on two things: the value of η and patient-specific information. When η is closer to 0, more
weight is put on minimizing the number of injections and, as a result, the recommended number of
injections would be more conservative. When η is closer to 1, more important is put on having a
better immune response, hence participants are more likely to be recommended to receive injections.
However, despite this, many observations in the dataset are suggested to receive 1 or 2 injections.
This result follows immediately from the good immune response outcome for observations associ-
ated to these treatment categories, despite their low sample size (see Figure 6). A relatively large
number of treatment stages are not being recommended to administer the maximal number of in-
jections set by the clinical protocol, which warrants further investigation on the relevance of a third
injection first raised by Jarne et al. [18] While a third injection may increase the CD4 load to a higher
peak, their results show that two injections are sufficient in ensuring that the CD4 concentration goes
above the threshold of 500 cells/µL [18, 34].

Previous approaches to optimizing IL-7 treatment protocols warranted investigation on the magni-
tude of the effect of other covariate-specific information on the ideal number of injections to provide.
In this work, intrinsic patient characteristics such as sex, BMI and ethnic origin have not been shown
to be statistically and clinically significant in individualizing the number of injections. Although
our analyses were limited in power, our results suggest that age may be clinically useful tailoring
variable to determine the optimal number of injections. For instance, the findings in the analysis of
specific patient profiles recommend a first injection in older patients at lower utility weights than in
younger patients. However, for the latter subpopulation, a second injection seems more necessary
whereas, in older patients, treatment recommendation seem to follow a “one or nothing” approach
to injections. This raises awareness to the treatment toxicity in older PLWH and especially the ability
of their immune system to handle the injections. On the other hand, this also highlights the potency
of such treatment in younger participants, since the benefits of a single injection are outweighed by
its risk and the benefits of two injections (see Figure 3.3). The effect of age on treatment recommen-
dation warrants further investigation regarding this finding, since adverse effects to IL-7 were not
recorded in the data.

Two major limitations that are worth addressing are the sparsity of observations associated with 1

and 2 injections and the design of the myopic rule. When receiving a cycle of IL-7 injections, par-
ticipants from the INSPIRE studies were more much more likely to receive 3 injections than they
are to receive 1 or 2; cycles consisting of 1 or 2 injections are considered incomplete by the clinical
protocols of INSPIRE 2 and 3 [51, 53]. The design of the studied ITR assumes that the effect of IL-7
injections are short-term, in that their lingering influence on the CD4 count across subsequent stages
are insignificant. The use of an ITR to investigate injection effects is motivated by the desire to max-
imize immediate utilities and its simpler interpretation [36]. An observable trend in the INSPIRE
participants’ CD4 dynamics is its gradual decrease over time following injections. An important
model-based consideration would be the duration since prior injections because, with increasing
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time, patients CD4 load are be more likely to fall below 500 cells/µL. Although the logResp variable
attempted to capture information regarding immune response from previous injections, the temporal
aspect was not considered in this analysis.

5 Experience as a Professional

Working on this project has been a great experience for me. Not only was I able to acquire valu-
able research experience in two countries, I had the opportunity to meet many individuals of similar
and different background at various stages in their career paths. The research team at the Univer-
sity of Bordeaux had more experience in working with mechanistic models whose parameters are
estimated using a Bayesian approach. The research focus in the biostatistics community at McGill
revolves more around causal inference methods, especially frequentist estimation procedures. This
difference in research expertise has allowed me to learn more about different statistical methods in
translational medicine and familiarize myself with the direction in which research areas are currently
heading.

The guidance and general advice provided by my supervisors, Dr. Erica Moodie and Dr. Rodolphe
Thiébaut, have been invaluable. Firstly, from a collaborative and academic perspective, Dr. Moodie
was always available to answer any statistics-related questions regarding in a succinct manner. While
she is mostly known for her success in the DTR literature, what I admire most in her was her profes-
sionalism, work ethic and devotion to help her students. The same can be said about Dr. Thiébaut;
underneath his bubbly personality is someone who deeply cares about his research and his students.
He often had comments about clinical implications methodological assumptions in the design of the
analysis and his frequent reminders made me realize that I do not think enough of the epidemiolog-
ical aspect of public health research. In both of them, I particularly look up to their balance between
their professionalism as a researcher and their “humanness” as an individual.

Above all, I am particularly grateful for the assistance and reassurance provided to me by the people
within the statistical community when I had concerns to share. Whether I had questions regard-
ing statistical methods or when I needed to talk about my desire to pursue a PhD, all the support
and life advice that I have received from the community is what I appreciate most from this entire
professional experience. Dr. Laura Villain, who defended her PhD thesis not long before my ar-
rival in Bordeaux, was happy to share her knowledge regarding the data for this research project,
which I am very thankful for. While I look forward to my upcoming PhD journey at the Univer-
sity of Toronto, it was the many conversations with my peers, professors and other members of my
academic entourage that helped me figure out that helped me form my own decision. People with
whom I sought advice regarding doctoral studies include Dr. Boris Hejblum, Dr. Alexandra Schmidt,
Dr. Ilaria Montagni, Dr. Andrea Benedetti, Dr. Sahir Bhatnagar and Dr. David Stephens on top of my
project supervisors. The many conversations with my peers Janie, Kristin, Chris, Thai-Son, Menglan,
Peter, Armando, Paritosh, Kevin, Yi Lian, Guanbo, Steve, Iris, Sudip, Sneha and Arul amongst many
others allowed me to finally straighten my thoughts and break the never-ending mental loop re-
garding my future plans. Although this emotional support and life advice are formally unrelated
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to the academic aspect of my research project, they are what I will remember most from this entire
experience.
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A. Appendix

List of Abbreviations

AIDS Acquired immunodeficiency syndrome

BMI Body mass index

CD4 CD4+ T cells, where CD4 is short for cluster of differentiation

DTR Dynamic treatment regime

dWOLS Dynamic weighted ordinary least squares

G-dWOLS Generalized dynamic weighted ordinary least squares

HIV Human immunodeficiency virus

IL-7 Interleukin 7

IPTW Inverse probability treatment weights

ITR Individualized treatment rule

LIR Low immunological responders

PLWH Person/people living with HIV

Q-TWiST Quality-adjusted time without symptoms and toxicity

RL Reinforcement learning

SD Standard deviation

SMD Standardized mean difference
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