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Abstract
The present study investigated the developmentaafyztive vocabulary, fluency and their
interaction in the study abroad (SA) context. Thal@f the study was to find out how
productive vocabulary and fluency changed ovelSAgeriod and to determine whether
these changes showed parallel developmental toajestthat may signal the interaction
between the two constructs. A pretest-posttesgjdesas used to qualitatively study the
changes for five intermediate/advanced learneEngfish, who spent one academic year in
an English-speaking country. For the fluency inggiton, the interviews were conducted
before and after the SA experience and analyzéetins of utterance fluency. Similarly, a
Lex30 test was conducted before and after the $&mence in order to analyze productive
vocabulary. The results showed that fluency sigaiftly developed over the SA period,
whereas the development of productive vocabulaiyless evident. Finally, due to the
differences in the results the interaction betwigncy and productive vocabulary in the SA

context was not found.

Keywords Productive Vocabulary, Fluency, Study Abroad,d@ecLanguage Acquisition,
Lex30



Résumé

Dans le présent mémoire, j'ai cherché a examindéleloppement du vocabulaire
productif, la fluence orale et leur interactioncemtexte de séjour linguistique.

L'idéepour ce mémoire est en partie basée sur les tral@ioster (2020), qui a
souligné le manque d'études sur les relations entheence oralet d'autres construits et a
suggére d'étudier la relation entaefluence oralet le vocabulaire productiDe plus, le
contexte du séjour linguistique a été choisi paudiér et comparer les changements de
fluence orale et de vocabulaire productif car iinpet des opportunités d'acquisition de la
langue plus naturelles. L'objectif de ce mémoitgpas conséquent d’étudier comment le
vocabulaire productif et la fluence orale ont cheaag cours de la période de séjour
linguistique et de déterminer si ces changementdneat des trajectoires de développement
paralléles qui peuvent signaler l'interaction etésedeux compétences langagieres.

La premiere partie du mémoire présente la revuda tigeérature pour chacun des trois
grands thémes : fluence orale, vocabulaire profdeic§éjour linguistique. Pour la revue de la
littérature sur la fluence orale, les définitionx @ens large et étroit ont été présentées en
mettant l'accent sur la définition de Lennon (1990an impression on the listener’s part that
the psycholinguistic processes of speech plannidgspeech production are functioning
easily and efficiently” [une impression de la pdetl'auditeur que les processus
psycholinguistiques de la planification du dissoet la production du discours fonctionnent
facilement et efficacement] (p. 391) qui a été tdiyaée par Segalowitz en trois
constructions de la fluence orale : la fluence dogn(processus de planification de la
parole), la fluence énonceée (processus de produdada parole) et la fluence percue
(processus d'acceptabilité de la parole produitdipterlocuteur). Cependant, seule la
fluence de I'énoncé est généralement utilisée ldgpisipart des études pour mesurer la
fluence orale, car elle est basée sur des meduiaesqui sont indépendantes de la
perception humaine et garantissent ainsi plus ebijté. Skehan (2003) et Tavakoli et
Skehan (2005) ont proposé 3 aspects cruciaux pauekure de la fluence de I'énoncé : 1) la
fluence de la vitesse, qui est responsable de sameale la vitesse, du débit et de la densité
de la parole produite, 2) la fluence de rupturé ngesure les phénomeénes de pause et
d'hésitation, 3) la fluence de réparation qui meses reformulations, les corrections et les
répétitions. La revue des études a montré que messires de fluence de la vitesse (les taux
d’articulation avec hésitations, taux d'articulatgans hésitation, et longueur moyenne des
enonceés) sont parmi les réflecteurs de fluencpliesfiables. De méme, l'identification du

nombre, de la durée et de I'emplacement de la aégalement été considérée comme un



réflecteur fiable de la fluence. Il est inutile m@entionner qu’une attention particuliére a été
attribuée a I'emplacement de la pause, qui étaitecté au modele de Levelt (1989) composé
de 3 étapes : conceptualisateur, formulateur eudateur. Sur la base du modéle de Levelt
(1989), il a été suggéré que les pauses entrddases sont liées a I'étape de
conceptualisation, ce qui signifie qu'elles surmiemt a la suite de la planification de la clause
suivante ou de la recherche de nouvelles idéessdassion (macro-planification) tandis que
les pauses dans les clauses sont liées aux émp@srllation et/ou d'articulation, ce qui
signifie qu'elles surviennent & la suite de la eeche d'un certain mot, d'une forme
grammaticale ou d'une orthographe (micro-planiitcgt(Skehan, Foster, & Shum, 2016).

De plus, le choix de 'unité pour la division degkxole a été discuté comme un facteur
important pour l'identification de I'emplacementl@@ause, en se concentrant sur I'AS-unit
par Foster, Tonkyn et Wigglesworth (2000). Enfenséuil de pause a été discuté sur la base
de I'étude de De Jong et Bosker (2013) qui a trouméne pause de 250 ms était une pause
optimale.

L'examen de la littérature sur le vocabulaire am&oque le vocabulaire dans les
études plus antérieures a généralement été dividéwex catégories : passif et actif.
Cependant, une description plus détaillée du vdeaba été proposée par Henriksen (1999)
qui avait présenté un modéle d'acquisition de voleade composé de trois dimensions : une
dimension de connaissance partielle-précise, unemsion de profondeur de connaissance et
une dimension réceptive-productive. Par exempldingension connaissance partielle-
précise explique comment un mot est acquis. léasétitenu que le mot n'est pas connu sur la
base du « tout ou rien », mais passe par des pHasesinaissance partielle du mot. La
taxonomie développée plus tard par Nation (200hpatré ce qu'il faut savoir pour estimer
gue I'apprenant a une maitrise compléte ou pagtéiin mot. La dimension de profondeur et
de taille montre a quel point les mots sont corerumesurant la profondeur de la
connaissance par une approche dimensionnelle oappreche de développement et
combien de mots sont connus en mesurant leur noregpectivement. Enfin, la dimension
réceptive a productive explique qu'il existe urféédence entre le vocabulaire réceptif (les
mots qu'une personne reconnait et comprend loissgalt rencontrés dans le texte ou le
discours mais ne peut pas les produire) et le wdaab productif (les mots qu'un apprenant
peut produire a I'oral ou a I'écrit). De plus, teabulaire productif est de deux sortes :
contrélé (quand un apprenant produit un mot ad'aidn stimulus ou d'un contexte) et libre
(quand un apprenant produit un mot sans aucun lsisnsupplémentaire). L'examen des

mesures de vocabulaire a montré que les recheoch@svente et utilisé une variété de tests



différents. Par exemple, les premiers tests partaier le vocabulaire réceptif : Oui/Non

tests Vocabulary Level Test de Nation (1983), Eurocenvocabulary size test (Meara et
Jones, 1987) tandis que les tests sur le vocabyleaductif ont été développés plus tard : le
Lexical Frequency Profile de Laufer et Nation (1p86le Productive Vocabulary Levels

Test développé par Laufer et Nation (1999). Pasibksoins de cette étude, une attention
particuliere a été portée au test Lex30 de MeaFaapatrick (2000). Lex30 représente une
tache d'association de mots, dans laqueltndidat se voit présenter une liste de 30 mots
stimulus et il lui est demandé de fournir les gag@iremiers mots qui lui viennent a I'esprit
lorsqu'il pense aux mots stimulus. Un point esttaté pour chaque réponse en dehors des 1
000 premiers mots les plus fréquents, les autpnses recoivent 0 point. Le score final
peut étre représenté par la somme des points @gueiints et/ou le pourcentage de réponses
peu fréquentes. L'apprenant avec un plus grand reodepoints ou un pourcentage plus
éleveé est considéré comme ayant un vocabulaireuptibglus large. Finalement, aprés la
description de la fluence orale et du vocabuld@® quatre études sur leurs relatidde (

Jong, Steinel, Florijn, Schoonen & Hulstig12; Koizumi et In'nami, 2013; Uchihara et
Clenton, 2018; Uchihara et Saito, 2016) ont étéitksc Chaque étude a utilisé des mesures
différentes mais a trouvé une relation entre lexa®mpétences langagieres.

La derniéere partie de la revue de littérature comaiele séjour linguistique. Une fois
gue les définitions de séjour linguistique (i“egmbination of immersion in the native
speech community, integrated with formal classréeanning”[une combinaison
d'immersion dans la communauté linguistique nativégrée a un apprentissage formel en
classe] (Freed, 1995a, p.5)) et des conclusiongrgkes ont été brievement discutées, les
études sur la fluence et le vocabulaire en séjoguistique ont été examinés en détail. Par
exemple, la revue des études de Freed (1995c)®tgkdowitz et Freed (2004) qui étaient
basées sur une comparaison des changements deefldems le contexte plutot naturel (le
séjour linguistique) et le context plutét formed falle de classe) et des études de Freed et al.
(2004) et Serrano, Llanes et Tragant (2011) basérsicomparaison des changements de
fluence en séjour linguistique, contexte formel senensif et context formel intensif, a
montré que le séjour linguistique était plus bénédipour le développement de la fluence la
fluence que le contexte formel (a I'exception daterte formel intensif dans Freed et al.
(2004). L'examen des étudesTamvell, Hawkins et BazergiLl996) et de Llanes et Mufioz
(2009) qui se sont concentrés sur le développedeelat fluence au cours de la période de
séjour linguistique avec l'aide de différentes mesua montré la fiabilité de mesures de la

fluence de la vitesse et la fluence de ruptureplDs, la nécessité d'identifier 'emplacement



des pauses en tant que mesures de la fluencesaudignée dans les études de Mora et Valls-
Ferrer (2012), Leonard et Shea (2017) et Huensthaely-Ventura (2017) qui ont également
mesuré et trouvé le développement de fluence pétalggriode de séjour linguistique. Les
conclusions des études sur le vocabulaire darenexte de séjour linguistique étaient
moins cohérentes. Par exemple, I'étude d'lfe, VBaz et Meara (2000) n‘'ont montré
aucune différence dans le développement du vocabala cours de la période de séjour
linguistique, tandis que les études de Milton ebMg1995), Fitzpatrick (2012) et Serrano,
Tragant et Llanes (2012) ont signalé le développemie vocabulaire apres une période de
séjour linguistique. De méme, les études de Catler{004) et Freed, So et Lazar (2003)
qui ont compare le développement dans le contexsgpbur linguistique et le context formel
ont indiqué qu'un développement plus grand étaitvéé dans le contexte formel, tandis que
les études de Dewey (2008) et Jiménez-Jiménez \20k@ntré les résultats inverses. Enfin,
seules deux études sur l'interaction entre vocabwafluence en contexte de séjour
linguistique ont été présentées. Les études dedrdat Shea (2017) et de McManus,
Mitchell et Tracy-Ventura (2021) n'ont trouvé gustpellement l'interaction entre les deux
compétences langagieres.

La deuxieme grande partie du mémoire présenteléeta présente étude a suivi une
conception prétest-posttest qui examine qualitatert les changements dans le vocabulaire
productif, la fluence orale et leur interactioncemtexte de séjour linguistique dans les
entretiens de 5 participants qui ont passé unecammi@ersitaire dans un environnement
anglophone. L'étude visait a répondre aux questienrecherche suivantes : RQ.1. Dans
guelle mesure la fluence orale a-t-elle changéoascd'une année universitaire dans le
contexte de séjour linguistique ? RQ.2. Dans qua#sure le vocabulaire productif a-t-il
changé au cours d'une année scolaire dans le tewmtexséjour linguistique ? RQ.3. Les
changements de vocabulaire productif semblent-dlstrer des trajectoires de
développement paralleles avec une fluence orat®ars d'une année scolaire dans le
contexte de séjour linguistique?

Tout d'abord, la méthodologie de I'étude a étéemtée. Les participants étaient 5
francais, apprenants de I'anglais de niveau intgiaré a avancé qui ont passé 9 mois en
Irlande ou en Angleterre. Les données pour 'aeallgsla fluence ont été recueillies au
moyen d'un entretien oral avant le départ versaies @nglophone et apres le retour en France.
Les données de vocabulaire productif ont été oleteau moyen de la tache d'association de
mots productifs controlée Lex30 avant et apregjews linguistique. En ce qui concerne le

codage des données de fluence, premierement,ttesie@ms collectés ont été transcrits



manuellement dans CLAN, deuxiemement, a la suileeddong, Groenhout, Schoonen, et
Hulstijn (2015) et Huench et Tracy-Ventura (2017) lesdcaptions ont été divisées en
unités AS et enfin, le codage phonétique a étésééah PRAAT. Le codage des données de
vocabulaire productif a consisté en la correctiea fhutes d'orthographe et des erreurs de
morphologie dans tous les mots, la suppressiomal®s propres et la lemmatisation des
réponses. En ce qui concerne I'analyse des dorladkgence a été mesurée par trois
mesures de fluence de la vitesse (les taux d’datiom avec hésitations, taux d'articulation
sans hésitation, et longueur moyenne des énonicésate mesures de fluence de répartition
(nombre de pauses silencieuses au sein de I'ASthmode pauses silencieuses entre les
ASU, durée moyenne des pauses silencieuses adeseASU et durée moyenne des pauses
silencieuses entre les ASU), tandis que le vocaeytaoductif était représenté par la somme
des points peu fréquents (les mots qui ne sedient pas dans les 1 000 mots les plus
fréquents) et également le pourcentage de réppeaseséquentes.

Une fois la méthodologie décrite, les résultatsa@tprésentés et discutés. Tout
d'abord, les résultats de la fluence ont montrgrand développement dans toutes les
mesures pour tous les participants, ce qui a patenigpondre a la question de rechenétie
: la comparaison des entretiens pré-test et pesttas les 7 mesures de fluence de I'énonceé
montre une augmentation de fluence sur une pépaggée en contexte de sejour
linguistique. Deuxiemement, les résultats du votatriproductif ont indiqué un Iéger
développement pour 4 (sur 5) participants dans degsures, ce qui a permis de répondre a
la question de recherciVe2 : la comparaison des entretiens pré-test ettpestians les deux
mesures de notation de Lex30 montre une augmemi@¢i@ocabulaire productif sur une
période passée dans le contexte de séjour linguéstEnfin, la comparaison du vocabulaire
productif et des résultats de fluence obtenus augeécing participants n‘ont trouvé que de
légers changements dans le vocabulaire produntiigajue la fluence orale a fait I'objet de
changements plus grands au cours d'une annéersatdais le contexte de séjour
linguistique, ce qui a permis de répondre a la tipresle rechercheé\e3 : la comparaison des
changements de vocabulaire productif et de fluelaces les entretiens post-test ne montre
pas de trajectoires de développement parallelesans d'une année scolaire dans le contexte
de séjour linguistique. Les résultats de cetteeétndiquent que plus de recherches utilisant
différentes méthodes doivent étre effectuées aitraliver des résultats plus approfondis sur

I'interaction entre le vocabulaire productif etihce dans le contexte de sé€jour linguistique.
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1. Introduction

The research in second language acquisition (SB&)nhainly been conducted on
separate constructs and less on the relationsbkipsebn them. For example, the majority of
studies on oral fluency, which is one of the mastlied constructs in the SLA, sought to find
out how fluency may be developed by focusing omlttee various measurementsapes &
Mufoz, 2009:.Towell, Hawkins & Bazergyil996)or on a comparison of different contexts
(Freed, 1995c; Freed, Segalowitz & Dewey, 2004; Begz & Freed, 2004)Fewer studies
have examined whether other constructs may coméritaufluency development, but a
number of studies investigating the interactiomaein formulaic sequences and fluency,
found out the development in formulaic sequencadddo the development in fluency
(Boers, Eyckmans, Kappel, Stengers, & Demeche?®€6; Boers and Lindstromberg, 2012;
Chen, 2019; Cordier, 2013; Mcguire & Larson-Ha0,1Z; Wood, 2006, 2009). The lack of
studies on the relationships between fluency ahdratonstructs was underlined by Foster
(2020). She argued that the research on fluenelasionship with other constructs may
reflect how fluency changes because of the chaingége other constructs, which may help
the researchers and learners to understand hoacfliean be developed by the improvement
of these other construct/s (i.e., the relation&i@veen vocabulary and reading indicates that
one needs to read more in order to enlarge thebutey size (Qian, 2002; Van Gelderen,
Schoonen, De Glopper, Hulstijn, Simis, SnellingsS&venson 2004)). Moreover, Foster
(2020) suggested a research agenda on fluencioredhaips with other constructs for the next
decade. The present thesis, based on one of ther5d2020) research tasks suggesting
studying “the relationship between productive vadaty size and fluency performance
measures” (p. 8), will examine the interaction edw productive vocabulary and fluency.

In order to study the interaction between prodectiecabulary and fluency, one
needs to create the same conditions for possilaleges in both constructs. The SA context
was chosen to study and compare the changes imcfiuend productive vocabulary because
it allows more natural language acquisition oppattes. Moreover, a number of the studies
on fluency and productive vocabulary showed that3A context contributes to their
development (see sections 2.3.2 and 2.3.3, resphgtivhich also means that it may be
useful to study their interaction in the SA cont&tterefore the present thesis aims to
examine the changes in productive vocabulary, flyemd their interaction in the SA
context.

The paper’s thesis is organized in the followingywsection 2 presents an overview

of the literature. Section 3 presents the reseguelstions and explains methodolo§gction



4 presents and describes the obtained resultso8é&cprovides the discussion of the
obtained results. Section 6 presents the limitatmfirthestudy and suggests ideas for further

research. The conclusions are presented in Settion

2. Literature Review

For the purposes of this study, the literatureaemill be divided into three parts:
the first one will present the literature on flugnthe second one will focus on the literature
on vocabulary, and the third one will explore tiberature on research in the SA context.

2.1. Fluency

Fluency is one of the most important componentpegking ability. Every learner of
a foreign language seeks to become a fluent spead&eording to Freed (1995b), fluency is
one of the most studied topics in first and sedanduage acquisition. Nevertheless, fluency
has never been a simple construct to define andumeaTl herefore, the various definition of
fluency found in the literature will be presentadhis section and then the various methods
of the fluency measurement will be described.

2.1.1. Definition of Fluency

Fluency is a “complex phenomenon” (Freed et alDA2@. 279) to define. According
to Lennon (1990), it may be understood in two défe senses: broad and narrow. Fluency in
a broad sense refers to global speaking profici¢giney someone may be fluent in a foreign
language in general), while fluency in a narrowsseis referred as@mponent of oral
proficiency which is used for its measurement,(semeone may speak fluently which
means only the smoothness and rapidity in speabiigy).

One of the most prominent fluency definitions ie tiroad sense was provided by
Fillmore (1979). He suggested four different dimens of fluency, which taken together
define fluency in terms of global oral proficiendyirst of all, fluency was defined as “the
ability to talk at length with few pauses, the apito fill time with talk” (p. 93). This
definition underlines the ability to talk with fldity in speech and without hesitation (more
interestingly, this definition, when treated notoa® of four dimensions, but as a separate one
may be considered as a definition in a narrow sesisee it refers only to the smooth
speaking abilities). Secondly, fluency was defimeterms of the correct use of language as
“the ability to talk in coherent, reasoned, and aetically dense sentences (p. 93) which
should show “a mastery of the semantic and symtaesiources of the language” (p. 93). The
third dimension of fluency emphasized the abildyhave and to apply the appropriate

knowledge “in a wide range of contexts” (p. 93),amieg that the speaker should always



have something appropriate to say in any situafibe. last aspect of fluency dealt with “the
ability some people have to be creative and imdig@an their language use” (p. 93), which
allows people “to express their ideas in novel waygun, to make up jokes, to attend to the
sound independently of the sense, to vary stybesrdate and build on metaphors” (p. 93).
According toFillmore (1979) a speaker who has all four abilities may be reteto as

fluent. However, Riazantseva (2001) argued tHaehcy in this sense encompasses the
notion of accuracy or grammatical correctnessmguleage use that manifests itself in
adherence to the phonological, syntactic, semamtisodic, and pragmatic rules of the
language” (p.499) and therefore fluency in thisdorgense refers to global speaking
proficiency since it istinclear how this conceptualization differs from theinition of

global oral proficiency” (Kormos, 2006, p. 155).

The definition of fluency in the narrow senséh(ch we are concerned with in this
paper) issmoothness and rapidity of speech which are classdgciated with nativelikeness
(Lennon, 1990)One of the first fluency definitions in the nasrgsense was proposed by
Pawley and Syder (1983) who defined “native-likeeficy” as “the native speaker’s ability to
produce fluent stretches of discourse” (p. 191¢hRids, Platt and Weber (1985) also defined
fluency with an emphasis on the smoothness andeabite use of the speech: “the features
which give speech the qualities of being natural mormal, including native-like use of
pausing, rhythm, intonation, stress, rate of spegland use of interjections and
interruptions” (p. 108)Rehbein (1987) tackled fluency from a different,renprocedural
perspective. He defined it in terms of two stagefuency production: “fluency means that
the activities of [1] planning and [2] uttering cha executed nearly simultaneously by the
speaker of the language” (p.104) and also highhghthe importance of the “[3] speaker’s
evaluation of the hearer’s expectations” (p. 104)s definition was later developed by
Lennon (1990) who also made an emphasis on thlieatsarocesses{3] an impression on
the listener’s part that the psycholinguistic pgsss of [1]speech planning and [2]speech
production are functioning easily and efficient(y.391) and defined fluency as
“performance phenomenon” for the listener: “fluemeflects the speaker’s ability to focus
the listener’s attention on his or her messagerbgegmting a finished product, rather than
inviting the listener to focus on the working oétproduction mechanisms” (pp. 3%D2).
Although, these definitions were helpful in undargting the phenomenon of fluency, it was
difficult to apply them in practice, therefore aptical general definition of fluency in the

narrow sense was proposed by Lennon (2000): “aimgudefinition of fluency might be the



rapid, smooth, accurate, lucid, and efficient thatisn of thought or communicative intention
into language under the temporal constraints dir@processing” (p. 26).

Chambers (1997) argued that an investigation einty development of foreign
language learners and an investigation of the rdiffees in fluency between them would lead
towards better understanding of fluency phenomeaaexampleBrown (2003) stated that
“fluency is probably not an absolute characteritat students either have or do not have. If,
in fact, fluency is a matter of degrees, studen&ng level of proficiency can probably
achieve some degree of fluency” (p. 7), howeveerity is not an easy skill and “may take
the adult learner of a foreign language years ieae” (Pawley & Syder, 1983, p. 199)
which results in differences between the learrisze. Tolstoy (1878) wrote,Bce
CHACTJIMBBIC CCMbU MMOXOXU APYT HaA APYTra, KaXJasd HCCHACTIMBad CCMbs HECUACTJIMBA I10-
ceoemy” [All happy families are alike; each unhappy fayng unhappy in its own wayp.

16), in a similar wayriggenbach (1991) suggested that all fluent leartresemble each
other” (p. 439) while non-fluent ones may differvarious ways. The possible explanation of
differences in fluency among non-native speakenr®weoposed by two approaches: the
Individual Differences approach and the Universalproach. The Individual Differences
approach, supported by Kormos (1999) and Skeha2f2Proposed that the limitations in
individual learner’s abilities (i.e., less develdpaemorization skill or the lack of learning
strategies) may cause the differences among naverlaarners. While the Universalist
Approach supported by Towell et al. (1996), DeKey4897), and Segalowitz (2000), in
contrast, stated that limitations in the automaitireof the encoding processes and
production of speech (i.e., in order to automatiwespeech and be more fluent one needs
more practice in oral production) may cause difiees among non-native learners.

Nevertheless, all these definitions and approaateze considered as not
encompassing all aspects of fluency and not progidireliable fluency measurement, by
Segalowitz (2010). He further developed the deting ofRehbein (1987andLennon
(1990) which focused on 3 components of fluencycétggorizing the phenomena into
cognitive fluency, utterance fluency, and perceifltedncy. Segalowitz (2010) suggested that
each of these dimensions is responsible for on&cpkar aspecof fluency. For example,
Goldman-Eislef1968) was the first researcher to argue that iyelepends on speech
planning in one’s mind: “the complete speech aetdynamic process, demanding the
mobilization in proper sequence of a series of demprocedures and is the temporal
integration of serial phenomena” (p.6). This precesspeech planning (i.e., [1] fRehbein
(1987)andLennon (1990)) was referred as cognitive fluencyskegalowitz (2010) and



defined as the efficiency of operation of the underlying preses responsible for the
production of utterances” (p.156). He argued thiatis the construct of fluency which plays
a role first, since one needs to use her or higitigg abilities to organize and plan what to
say before speech production or perception takeeplehe second construct of fluency which
is responsible for speech production was namedamnite fluency (i.e., [2] foRehbein
(1987)andLennon (1990)and defined as “the features of utterances tlilgictehe
speaker’s cognitive fluency'Sggalowitz, 2010p.165). Perceived fluency (i.e., [3] for
Rehbein (1987andLennon (1990))s the final construct of fluency which referstbe
acceptability of the two previous constructs byititerlocutor: “the inferences listeners make
about speakers’ cognitive fluency based on theitcgions of their utterance fluency”.
Segalowitz (2010) argued that when working on fayeone should use these three
constructs “that are reliable indicators of howaadintly a speaker is able to mobilize and
temporally integrate, in a nearly simultaneous whg,underlying processes of planning and
assembling an utterance in order to perform a conncatively acceptable speech act”
(p-165).
2.1.2. Measurement of Fluency

However, although Segalowitz (2010) encouragedarebkers to look at the three
constructs of fluency together, in practice thegesome concerns about their measurement.
For instance, when it comes to cognitive fluenbgrée is no reliable instrument to track the
changes in the thinking processes in one’s mindwgh@nning what to say. Therefore,
fluency has been measured either sppeakers’ productions [utterance fluency] (Raupach,
1980; Towell, Hawkins & Bazergui, 1996; Riggenba2®00; Freed, Segalowitz & Dewey,
2004; [...]), or to a lesser extent, on listenerstpetions [perceived fluency], using
judgments from raters (Ejzenberg, 1992; TrofimoicBaker, 2006)” (Valls-Ferrer, 2011,
p.66). However, it has been argued that measureofgeirceived fluency may be subjective,
because the perception of speech by judges witirdift backgrounds (individual
differences) may highly influence the results (BarskPinget, Quené, Sanders & De Jong,
2012; Kahng, 2014; Segalowitz, 2010, 2016). Thesmesment of utterance fluency, in
contrast, was considered to be a more objectivgd®kehan, 2003, 2009; Tavakoli & Skehan
2005), because it is based on the strict measurehare independent from human
perception and thus guarantee more objectivity.ddeer, the measurement of utterance
fluency may also “provide a window into cognitivadncy [...] [by enabling] researchers to

gather valuable empirical evidence on psycholingumechanisms at stake in speech



production since processes of language produdtemselves are not directly accessible to
observation (Chambers, 1997)” (Cordier, 2013, p.40)

But which measures should be used in order torhegasure utterance fluency?
Skehan (2003) and Tavakoli and Skehan (2005) pegp8<rucial aspects for the utterance
fluency measurement which are presented in Figure 1

Figurel
Fluency Definition and Measurement

FLUENCY DEFINITION AND MEASUREMENT

Skehan (2003); Tavakoli & Skehan

Segalowitz (2010) (2005)

Cognitive fluency Speed fluency

Repair fluency

They argued that each of these aspects should Hilweasurement of some aspect of
utterance fluency, for example, speed fluencyspoasible for measuring the speed, flow
and density of the produced speech, breakdowndluereasures pauses and hesitation
phenomena, while repair fluency measures refornomstcorrections and repetitions. For

the purposes of the present study, these 3 aspadtheir measurements will be presented in
detail in the following subsections.




2.1.2.1. Speed Fluency. One of the major differences between native andnaiive
speakers characterized as the “fluency gap” (Segal02010, p. 2) was argued to consist in
the speed of speech which is generally slowerifemion-natives (Raupach, 1984; Wiese,
1984). In order to measure the differences or kowignal changes in speed fluency one
should use the temporal variables which providgeaive measurements of the output of
the productions which must lie behind language @ssing (Towell, 2002, p.119). However,
there are too many various measures that one neayosinstance, Garcia-Amaya (2018,
pp.182-183) presented 11 possible temporal meathaewere previously used in different
studies: Total speaking-time duration, mean ledtlun in seconds, mean length of run in
syllables, phonation time, speech rate, adjustegr(med) speech rate, articulation rate,
phonation-time ratio, number of syllables, numbigsraned syllables, mean syllable
duration. However not all of them are reliable aedessary for speed fluency measurement.
In order to find out the reliable temporal variahlthe researchers used one of three ways:

They have compared speech from fluent and nonflsjgedkers (Ejzenberg, 2000;

Riazantseva, 2001; Riggenbach, 1991; Tavakoli, R0ddestigated the longitudinal

development of fluency (Derwing, Munro, & Thoms@007; Freed, 1995, 2000;

Lennon, 1990, Mora & Valls-Ferrer, 2012; Towell, wians, & Bazergui,1996;

Wood, 2010), and related utterance fluency to peedefluency by correlating

fluency ratings with temporal variables (Boskealet2013; Cucchiarini, Strik, &

Boves, 2002; Derwing, Rossiter, Munro, & Thomsdd4£ Fulcher, 1996; Kormos

& Denes, 2004; Rossiter, 2009). (Kahng, 2014, p.811
There were only a few temporal measures which Wened reliable by most of the studies.
For the purpose of this study, only three such nneaswill be discussed in detail. For
example, the speech rate (SR), measured as syllatdzed per minute/second, including
pause time, has been found to be one of the micableetemporal measuregj¢enberg,
2000;Freed, 1995c, 200&®ahng, 2014Kormos & Dénes, 2004; Lennon, 1990; O’'Brien,
Segalowitz, Freed, & Collentine, 2007; Riggenbdd®91; Segalowitz & Freed, 2004; Towell
et al., 1996). Also it was the only measure whi@swable to capture the changes in all three
aspects of fluency (because it includes speecéréute fluency) which contains repairs
(repair fluency) and pauses (breakdown fluency@spite the fact that SR was found to be a
reliable measure, Kormos and Dénes (2004) argusdttbould not represent speed fluency
alone. The second temporal measure, the mean lehgihs (MLoR), which corresponds to
the average length (in syllables) of a run, wharesrare strings of speech between pauses,

was also considered reliable by most of the stu@igeenberg, 2000; Freed, 1995c, 2000;
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Kormos & Dénes, 2004;ennon, 19900'Brien et al., 2007Riggenbach, 1991Segalowitz
& Freed, 2004; Skehan, 2009; Towell et al., 1998y@ll & Dewaele, 2005) and along with
SR were considered as composite measures of uteeflaency. The last measure, the
articulation rate (AR) indicates the number of algles articulated within a given period of
phonation ((AR) and reflects the changes “of procelization within the articulator”
(Towell et al., 1996, p. 92). AR is usually measuas the number of syllables per minute or
second, excluding pause time. Some researchersltifauai, Strik & Boves, 2002; Kormos
& Dénes, 2004) doubted its usefulness; howeversftfiecluding Kormos herself in later
studies) argued it to be also one of the mosthigimeasures (De Jong, Steinel, Florijn,
Schoonen & Hulstijn, 2012; Ginther, Dimova, & Yar§10; Mora & Valls-Ferrer, 2012;
Préfontaine, Kormos & Johnson, 2016; Suzuki & Kosr2019; Towell et al., 1996).

Researchers have found out more contradictingteesalthe other measures. For
example, Lennon, (1990) and Freed (1995c) optedlonological rate, while De Jong et al.
(2012) and De Jong, Groenhout, Schoonen, and Hyl0D15) argued that mean syllable
duration (inverse articulation rate) should be u3éak controversies in choosing reliable and
informative measures were summed up by Kormos (R@J& stated that any of these
measures may be used depending on the methodaldgha goals of a study, and suggested
that one does not need to choose all the measecasite they may overlap with each other.

2.1.2.2. Repair Fluency. According to Skehan (2003) and Tavakoli and Skehan
(2005), repair fluency relates to number and lemjttme repetitions, hesitations, false starts
replacements and reformulations “that are usedgair speech during the production
process” (Tavakoli &Wright 2020, p.47). The diffaces in repair fluency were hypothesized
to show the difference between native and non-aapeakers (i.e., number of
reformulations was hypothesized to be larger for-native speakers). However, the research
on repair fluency (Baker-Smemoe, Dewey, Bown, & fitasen, 2014; Kormos, 2006;
Kormos & Dénes, 2004; Tavakoli & Skehan, 2005) $tamwn that repair fluency does not
necessarily differentiate native and non-nativeakpes and may rather be affected by
individual differences (i.e, personality, nativad@mage, memory capacity and L2 learning
experience (Baker-Smemoe et al., 2014, Kahng, 20®yreover, Ellis and Barkhuizen
(2005) argued that repair fluency “indicates thepkto which the learner is oriented
towards accuracy” (pp. 149-150), more so than atttig the degree of fluency. Therefore,
repair fluency may not be regarded as a reliablasomement of fluency.

2.1.2.3. Breakdown Fluency. Breakdown fluency reflects the amount of pausing in

speech production. Chafe (1985) argued that pausingtive speaker’s speech is
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Good evidence that speaking is not a matter ofrggiging material already stored in
the mind in linguistic form, but it is a creativetarelating two media, thought and
language, which are not isomorphic but require stdpents and readjustments to each

other. (as cited in Chambers, 1997, p. 538)

However, pauses may not only be good evidenceé'afeative act” but also occur “as the
result of psycholinguistic or cognitive process@sdrdier, 2013, p.64). Chambers (1997)
argued that the presence of pauses in speech f time “normal features of the interaction”
(p. 538), but at the same time it may signal theo'ffunctioning of mental processes” (p.
538), especially for non-native speakers. The corspa of native and non-native speakers
allowed the researchers to argue that they difféineé use of pauses, for example, native
speakers were using fewer pauses which were atsteshvhile non-natives were using more
pauses which also were longer (Hilton, 2008, 2@k&han and Foster, 2008). In order to
measure the pause and hesitation phenomena, thgpgasof pauses (silent and filled) were
identified and tested for measuring pause frequandylength in relation to fluency. In
general, the number (frequency) of silent pausddlar length were found to positively
correlate with fluency scores (Cucchiarini et 2002; Foster & Skehan, 1999; Ginther et al.,
2010; Kormos & Dénes, 2004; Lennon, 1990; Préfoetait al., 2016) while the studies on
filled pauses showed less or no correlation af.&hnon, 1990; Foster & Skehan, 1999;
Bosker et al., 2012).

However, the measurement of fluency with frequesnmgy length of silent pauses only
does not allow us to show the differences in thelpslinguistic and cognitive processes,
while the measurement of pause location does (Lernt@B4, 1990; Pawley & Syder, 2000;
Towell et al., 1996; Riggenbach, 1991). It has bargued that more fluent speakers pause
more at clause boundaries (Lennon, 1990; Towell.e1996) while less fluent ones make
more pauses within clauses (Freed, 1995c; Riggénli@81). Pausing within clauses
(“clause” here is used as a generalized term, pgugas also measured in various kinds of
units (see section 2.1.2.3.1. A Unit for all Reasdar more details) was argued to reflect the
problems with speech planning. The explanationiffitdlties with speech planning has been

based oriLevelt’'s (1989) three-stage model of speaking (Fed2).
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Figure2
Levelt's Model of Speech Production
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Note: Reprinted fronspeaking: From intention to articulatidip.9), by W. Levelt, 1989,
MIT Press.

Levelt's model consists of 3 stages: conceptuglipemulator, and articulator. At the
conceptualization stage, the process of speechipigiand generation @f pre-verbal
message takes place. The formulation stage ismegpe for encoding thoughts into a
grammatically and phonologically acceptable messéie final, articulation stage converts
the planned message into speech. When all stagesuaafully completed fluent speech
production should take place.

Based orLevelt's model, it was suggested that pauses aseldoundaries are
connected to the conceptualization stage which stat they occur as a result of planning
of the next clause, or searching for new ideagligzussion (macro-planning) while pauses

within clauses are related to the formulation andfticulation stages which means that they
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occur as a result of searching for certain woresi¢hl retrieval), grammatical forms or
spelling (micro-planning) (Skehan, Foster, & Sh@2®16). Recent studies (Hilton, 2008,
2014; Kahng, 2014; Skehan & Foster, 2008; Skehah,e2016; Tavakoli, 2011; Tavakoli,
Nakatsuhara, & Hunter, 2020) having compared this@#ocation of native and non-native
speakers, all shown that natives paused more betelaeses whereas non-natives paused
more within clauses, and concluded that the measeneof pause location reflects
processing difficulties in speech production ang/ tn@ used to measure fluency.

2.1.2.3.1. A Unit for all Reasons. Measuring pause location in oral speech production
has not uniquely used clauses as a unit for asalyesearchers have segmented oral
productions into various units of speech for bedtaalysis. Foster, Tonkyn, and
Wigglesworth (2000) argued that there was no una@umemonly established unit that was
used by the researchers, and thus all units wherle wsed varied from researcher to
researcher and were based on different criteriay Bmalyzed 87 units and grouped them due
to their definition criteria into three categoriesainly semantic, mainly intonational, and
mainly syntactic. The idea behind mainly semantitsu(i.e., C-unit (Pica, Holliday, Lewis,
& Morgenthaler, 1989), Idea unit (Kroll, 1977)) csted in dividing speech into units which
conveyed ideas. In other words, one idea equalsipieas for example one of mainly
semantic units called C-unit was defined as “utiees, for example, words, phrases and
sentences, grammatical and ungrammatical, whichiggaeferential or pragmatic meaning”
(Pica et al., 1989, p.72). When it comes to maimignational units (i.e., Idea unit (Chafe,
1980), Tone unit (Crystal & Davy, 1975), their idiénation was based on listening to
intonation (rises and falls) of a speaker whichkadhe boundaries of a unit, as for the Tone
unit which was based on “distinctive configuratafrpitches, with a clear centre, or nucleus.
[...]The nucleus is the syllable (or, in some casesgs of syllables) which carries the
greatest prominence within the tone-unit” (Cry&dbavy, 1975, p.16). Finally, mainly
syntactic units are based on simple syntactic eisné&or example, the sentence (Quirk,
Greenbaum, Leech, & Svartvik, 1985) or a claus®l{Ki977) may be used as a unit for
analysis. However the most popular among mainlyasyit units (and also among all three
categories of units) was the T-unit (Hunt, 1970)cltwas more complex in comparison to
other syntactic measures: “a main clause plus #mr @lauses which are dependent upon it”
(Foster et al., 2000, p. 360).

Nevertheless, despite the various methods of deittification, all three categories
were strongly criticized by Foster et al. (2000)r Example, all mainly semantic units were

criticized for not providing clear instructions idka identification and sometimes for
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impossibility of such identification. Similarly, ¢hintonational units were also considered not
applicable as it was not always possible to segtmenintonation of non-native speakers into
such units. The main criticism of mainly syntactiats consisted in the limitations of
applying such units in spoken data whitk fiot nearly so tidy and clear cut” (p.262) as a
written one and which does not always allow foliglon into simple clauses sintee

oral production of a speaker may go beyond the lefvelause, because it may contain
words, combinations of words, reformulations arfteofeatures of oral speech which cannot
be classified as a clause.

Having criticized the existing units, Foster et(2000) suggested a new “unit for all
reasons” (p.372) called the AS-unit (henceforth ASAh ASU is a mainly syntactic unit
defined as a “single speaker's utterance consisfiag independent clause, or sub-clausal
unit, together with any subordinate clause(s) dasedt with either” (p.365). It was based on
the T-unit (Hunt, 1970) and developed “to deal Witk features characteristic of spoken
data” (p.365). Moreover, Foster et al. (2000) pded detailed instructions for ASU
identification (see section 3.1.3.1 Fluency). ASd lheen used by various researchers and
was argued to be one of the best units for ora daglysis (De Jong, 2016; De Jong et al.,
2015; Huensch & Tracy-Ventura, 2017; Kahng, 20Jaakoli 2011).

2.1.2.3.2. Pause Threshold. Another crucial element for breakdown fluency asaly
consists in deciding of what can be counted asuagpain optimal pause for the fluency
measurement should not capture the natural shgsiqal pauses (i.e., swallowing, breathing
pauses (Zellner, 1994)), but the pauses which aezs@arresult of cognitive process
(macro/micro-planning pauses). The thresholds ft@@ms to 400ms have been the most
popular among researchers, each supporting theiroms. For instance, Freed (2000) argued
that “only those unfilled pauses [(.4 a secondhogér)]... [are] heard as dysfluent” (p.248),
while Towell et al. (1996) opted for 300ms becala@s®/thing less than 0.3 seconds is easily
confused in a spectrogram with other speech phenamsigch as the stop phase of a plosive
sound, and anything longer can omit significantgeaphenomena” (p.46).

However, De Jong and Bosker (2013) argued that nbtiee previous studies has
deliberately focused on the pause thresholds amghaced them to establish the most optimal
pause. Therefore, De Jong and Bosker (2013) comiplaeecorrelation between cut-off
points from 50 to 400 milliseconds with fluency The results showed that the threshold
should be set at least at 250ms and at 300ms af wite the highest correlation was
obtained with 250ms which was established as amapthreshold and recommended for

use when measuring fluency.
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2.2.Vocabulary

According to Meara (1980), vocabulary has beenidensd as a “neglected aspect of
language learning” (p.1) for a long period of tirhewever nowadays more and more
researchers contribute their studies to researttaindirection. In order to study vocabulary,
| will present relevant definitions first, then adel of vocabulary acquisition will be
presented and finally different vocabulary meas@=isiwill be described. Additionally, for
the purposes of the current study, the studieb@mdiationship between vocabulary and
fluency will be presented in the last subsection.
2.2.1. Definition of Vocabulary

The importance of vocabulary knowledge has alwagnhhunderlined by researchers,
writers and philosophers, for example, the Americamnalist and philosopher Henry Hazlitt
(1993) wrote:

A man with a scant vocabulary will almost certaibbya weak thinker. The richer and

more copious one’s vocabulary and the greater avegseness of fine distinctions

and subtle nuances of meaning, the more fertilepaacise is likely to be one’s

thinking. Knowledge of things and knowledge of whards for them grow together. If

you do not know the words, you can hardly knowtttieg. (p.51)
But what does “knowing the words” mean? Actualknéwing the word” is one of the most
used definitions of vocabulary. For example, thenBadge dictionary (n.d) defined
“vocabulary” as “all the words known and used lpeaticular person”, a similar definition
was suggested by the MacMillan (n.d) dictionaryt tlee words that a person knows”.
However, just knowing words is not as crucial asdbility to use them when they are
needed; as Laufer and Nation (1995) suggested,dbddary is not usually learned for its
own sake. An important aim of a vocabulary prograuio bring learners’ vocabulary
knowledge into communicative use” (p.308). The im@ace of vocabulary has been
recognized in all four language skills (readingitiwwg, listening and speaking), and has even
been placed in a higher rank than grammar, atdysvilkins (1972) “Without grammar
very little can be conveyed, without vocabularyhiog can be conveyed.” (p.111), and later
by Schmitt (2010) who made an illustratimeservatioron this topic: Learners carry around
dictionaries and not grammar books” (p@yr digital age showed the same trend in
underling the superiority of vocabulary:

The importance of vocabulary knowledge in foreignguage learning has often been

illustrated with reference to learners taking diotiries and not grammar books,

especially when they go abroad. Although this olegtésn may seem outdated with



16

the advent of digital age and global communicateminologies, dictionaries and

online translators are the most popular reportgdicgiions for language learning on

students’ mobile devices, according to a surve$ioyon and Fell (2012). (Zaytseva,

Pérez-Vidal & Miralpeix, 2018, p.210)

Despite the salience of vocabulary developmenitsh language acquisition and
second language acquisition, the studies on voaapniassively appeared only in the
1980s—-1990s, starting with an article by Meara Q)9&alled “Vocabulary acquisition: A
neglected aspect of language learning” which direxettention of many other researchers to
this field. Since then, vocabulary has gained ilghveand according t8chmitt(2014), has
become one of the major topics in SLA.

The concept of vocabulary is a complex one: “Whiteare gaining an increasing
understanding of the development of some isolaspécis of vocabulary, the overall
acquisition system is far too complex and varidbteus to comprehend in its entirety, and so
it still eludes description” (Schmitt, 2010, p.36)here is no unique study which covers all
aspects of vocabulary, therefore, there is a neémbk at a large number of studies in order
to fully explore the theme of vocabulary.

2.2.2. Mode of Vocabulary Acquisition

In a well-known article by Bialystok and Sharwoohigh (1985), the authors
established two basic dimensions of language peoifoy: “knowledge” and “control”. In
other words, they distinguished between “competeacd “performance”, “passive” and
“active”, “receptive” and “productive”, “declara&’ and “procedural”’. They also suggested
that these dimensions are interrelated using fbrarly metaphor” (p.105), proposing that a
human’s mind is like a library where a great numiifdsooks on different subjects are
arranged in a certain system and stored (“knowlethge a person gained through life) while
the human should know where books on each subjestared and be able to easily and
quickly find and use the book on the subject thatdeded for a particular situation (“control”
over knowledge, being able to use the knowledgeastice). This “passive-active
continuum” (Laufer & Paribakht, 1998, p.367) wagidy used in the field of vocabulary in
1980s-1990s, as it was the most evident and udistiriction that allowed for a new wave of
studies. However, this distinction was not enowgbaver all dimensions of vocabulary and
some researchers started to develop new more astv#meories. One of the main studies
was conducted by Henriksen (1999), who developedghassive-active continuum”, and
established a Model of Vocabulary Acquisition (Hesen, 1999). She described the 3 new

dimensions which aimed to explain the process oafalary acquisition at different levels:
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| see a need for being more specific and suggest timensions as a balanced

position between the global and the separateviei. | propose that we distinguish

among three separate but related vocabulary dimesisja) a “partial-precise
knowledge” dimension, (b) a “depth of knowledgefhension, and (c) a “receptive-

productive” dimension. (p.305)

Each of these dimensions is crucial and centrdiganalysis of vocabulary acquisition, and
therefore each one will be presented and analyzearately in detail in the following
subsections.

2.2.2.1. The Partial-Precise Knowledge Dimension. Before dividing vocabulary into
types and categories, one should at first undegddtabasic process of vocabulary
acquisition, that is to say, how a word is acquirsidthe beginning of the research on
vocabulary “the criterion for knowing the word Hazeen quite liberal” (Read, 1998, p.16),
certain researchers checked knowledge of a worth&aability to translate the lexical item
into the L1, to find the right definition in a mudte-choice task, or to paraphrase in the target
language” (Henriksen, 1999, p.305). However, akthformats (including Yes/NO tests)
were criticized for providing only two possibilise- knowing and not knowing, thus
representing “vocabulary knowledge as precise cehgmsion” (p.305), which was not the
case. According to Harley (1995), “learners dokraiw a word on an ‘all-or nothing’ basis,
but go through phases of ‘partial word knowledgép’3). This idea was developed by
Henriksen (1999) suggesting that there are songesia acquiring a word:

In the process of acquiring word meaning, the legsrknowledge of a certain lexical

item moves from mere word recognition (i.e., ackleaging that the word exists in

the target language) through different degreesadfgl knowledge (Brown, 1994)

toward precise comprehension. (p.312)

Although the first attempts to describe the degfemsa partial to precise knowledge
were made even earlier by Richards (1976), Brov#94) and Miller (1996), they had not
fully described all aspects. For instance, MillE996) argued that knowing a word means
knowing “its own sound, its own spelling, its owreaming, its own role, its own use, its own
history” (p.5). More detailed studies were perfodniy Laufer (1990, 1993) who proposed
her own “taxonomy of components of word knowledgmsisting of form (phonological,
graphic, morphological), syntactic behavior, megr(referential, associative, pragmatic) and
relations with other words (paradigmatic and symtatic)” (Laufer & Paribakht, 1998,
p.368) and Nation (1990) who suggested 4 main tgp&aowledge (form, position, function
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and meaning). However the most popular, usefuldmtdiled taxonomy was done by Nation

in 2001, which is presented in Table 1.

Tablel

What is involved in knowing a word?

Form Spoken

Written

Word parts

R What does the word sound like?

P How is the word pronounced?

R What does the word look like?

P How is the word written and spelled?

R What parts are recognizable in this word?

P What word parts are needed to express meaning?

MeaningForm and meaning

Concepts and

referents

Associations

R What meaning does this word form signal?

P What word form can be used to express this
meaning?

R What is included in the concept?

P What items can the concept refer to?

R What other words does this word make us think of?

P What other words could we use instead of this one?

Use Grammatical functionsR In what patterns does the word occur?

Collocations

Constraints on use

P In what patterns must we use this word?

R What words or types of words occur with this one?

P What words or types of words must we use with this
one?

R Where, when and how often would we meet this
word?

P Where, when and how often can we use this word?

Note: R = Receptive vocabulary knowledge; P = Pctide vocabulary knowledge

Adapted fromLearning vocabulary in another langua®27), by I. S. P. Nation, 2001,

Cambridge University Press.

Nation’s taxonomy shows what one needs to knowderto say that he/she has a complete

command of a word. However, even native speakagsmot know all the presented

categories of knowing a word for all words they aseng, they “are likely to have only
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mastery of a limited number of word knowledge catexs for a large percentage of words in
their lexicon” (Schmitt & Meara, 1997, p.18). Tleaxénomy was created not to show that
native speakers have full command of a word andnative speakers most likely not, but to
show that there are different stages of word adtpisand that it is not “knowing” or “not
knowing” dichotomy but rather a process of intermected incremental process of a word
acquisition. A person may know only one categorviith time develop and acquire more
categories thus partially discovering differentexgp of the word and getting a more
complete command of a word (Schmitt, 1998). Nasdaxonomy confirms Henriksen’s
(1999) idea that vocabulary acquisition is not Bsoanothing process but rather “from zero
to partial to precise” one (Schmitt, 2010, p.2hd ahat is more important, it allows us “to
study the incremental acquisition of individual @st (Schmitt, 1998, p.283) in terms of
depth, or in other words, how well these wordskar@wn.

2.2.2.2. Depth vs. Size Dimension. The depth of knowledge is the second dimension
in Henriksen’s (1999) model, however for the pugsosf the present thesis depth will be
analyzed in connection with breadth, as two opgpburt at the same time interrelated
concepts. The concept of depth means the qualiwpadbulary knowledge while the concept
of breadth means quantity of vocabulary knowledgeore simply vocabulary size. In other
words, depth means “how well words are known” arehtith means “how many words are
known” (Anderson & Freebody, 1981, pp.92—-93). Altgb those concepts seem to go in the
completely opposite directions, they are deeplgrimelated: “The unidimensionality tests,
involving comparisons of different pairs of persorasures derived from separate analyses
of the different strength modalities, confirm tk&e and strength are related constructs”
(Laufer, Elder, Hill, & Congdon, 2004, p.222). Acding to Schmitt (2014), “the size—depth
relationship depends on various factors such asitieeof the learner’s lexicon, the frequency
level of the target words measured, and the learhér (p.941). He argues that there is a
weaker relationship between breadth and depthifirein frequency words and for someone
who has a small vocabulary, and a greater reldtiprfsr low frequency words and for
someone who has a large vocabulary size. At the siane, Read (2000) doubted the
usefulness of depth in vocabulary representatiahusuderlined the one of breadth: “Despite
the fact that the [size] tests may seem superfittialy can give a more representative picture
of the overall state of the learner’s vocabulagntian in-depth probe of a limited number of
words” (p.18). Laufer et al. (2004) also suppottad statement arguing that “knowing many
words is more important than knowing few words @épth. Hence, a good vocabulary test

should test how many words are known, or try tovjgl® a picture of the learner’s overall
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vocabulary” (p.209). However, Tseng and SchmitO@@emonstrated that both breadth and
depth are important components of lexical knowledigj@i and Schmitt (2009) used a battery
of 4 size-depth vocabulary tests and concludeddépth of knowledge is a key component
of overall lexical competency, and thus shouldrmuded in lexical assessment along with
vocabulary size.” (p.19). According to Schmitt (29 1‘Depth typically adds unique
explanatory power compared to size alone.” (p.9d®yeover he argued that large
vocabulary size “by itself is insufficient, as Iears need to know words well in order to use
them productively, appropriately, and fluently.”9p2), therefore both concepts are worthy
of attention.

2.2.2.2.1. Depth. Cronbach (1942) was among the first researchersunberlined
that knowing just what the word means is insuffiti@nd one also needs to know
“paradigmatic (antonymy, synonymy, hyponymy, gramgtand syntagmatic relations
(collocational restrictions)” (Henriksen, 1999, p5—-306). Read (2004) also argued that
learners should have more knowledge about a wdittey should develop a rich and specific
meaning representation as well as knowledge ofvtird’s format features, syntactic
functioning, collocational possibilities, registgraracteristics, and so on” (p. 155). Ishii and
Schmitt (2009) argued that not all lexical problesms “caused by a small vocabulary
[breadth]” (p .6), some are caused by insufficagpth knowledge, for example by “limited
knowledge of secondary meaning senses” (p.6),imitdd awareness of the different
derivative forms of a word (e.g., silly, sillines¢p.6). In general there are two approaches to
the dimension of depth:

Some researchers (Richards, 1976; Ringbom, 198mMd990; 2001) claim that

knowing a word involves a range of inter-relateablsrowledges’ such as

morphological and grammatical knowledge and knogdedf word meanings. Others
assume that lexical knowledge consists of progredsvels of knowledge, starting
with a superficial familiarity with the word and @ing with the ability to use the word

correctly in free production (Faerch et al., 1984dlmberg, 1987). (Laufer et al., 2004

p.203)

These two directions were described by Schmitt@2@% dimension and developmental
approaches.

A dimension approach involves specifying “somehaf types of word knowledge one
can have about lexical items, and then quantifpagdicipants’ mastery of those types.”
(p.224). In other words, it consists of separatamonents or inter-related subknowledges as
in the above-mentioned studies (1976), Ringbom188d Nation (1990; 2001). For
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example, Nation’s taxonomy (Table 1) may be useafder to measure how well the word is
known, counting how many categories the learnemisno

The developmental approach implies incremental wienelopment along the
following scale: “From no knowledge at all to comta@ mastery” (Schmitt, 2010, p.16). For
example, the Vocabulary Knowledge Scale is oné@®itost popular developmental scales
which consists of 5 stages:

I.  don't remember having seen this word before.

Il. I have seen this word before, but | don’t kneWvat it means.

[ll. I have seen this word before, and | think gams ——. (synonym or translation)
IV. I know this word. It means ——. (Synonym or tséation)
V. | can use this word in a sentence: ——. (Wriseatence.) (If you do this section,

please also do Section IV). (pp. 218-219)
At the beginning, a learner starts with not knowéngord at all, then having only some ideas
about it but not knowing it. In the third stage as@ble to produce some basic meaning of a
word, and in the next a learner knows the word aedl is ready to use it. In, the final stage
one knows how to use the word in a sentence weémé&ntic appropriateness and
grammatical accuracy” (Fitzpatrick & Clenton, 20p7859) This approach was reported to
be especially helpful at the early development ofdiknowledge (Schmitt 2010).

Nevertheless, even having both of the approacmescannot fully capture and
measure the development of vocabulary depth ancei®arch in this direction still continues
(Schmitt 2010).

2.2.2.2.2. Breadth. It is much easier to conceptualize breadth thathdeys breadth of
vocabulary or vocabulary size “is basically cougtkmown lexical items” (Schmitt, 2014,
p.915). When talking about counting, one needpé&eify what exactly is counted. In
general, most researchers argued that countingswoay not be the best idea when
measuring vocabulary size. For instance, a leavherknows a simple word “look” may be
able to produce a lot more similar words with thme root (i.e “looking”, “looked”,
“overlooked”), because the “mind stores only theebBorm of a lemma and then attaches
inflectional suffixes” (Schmitt, 2010, p.189). Tkéore, it has been argued that lemmas was
“probably the best unit overall” (Schmitt, 2010183) because in that way one may exclude
the repetition of words with the same base.

It has been widely assumed that a large vocabigagsociated with better general
language knowledge. For example Meara (1996) arthadhe learners who have larger

vocabularies “are more proficient in a wide ranf&anguage skills than learners with
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smaller vocabularies, and there is some evidensapport the view that vocabulary skills
make a significant contribution to almost all agpeaxt L2 proficiency” (p.37). Therefore, the
following question arises: how large a vocabul@rpeeded? According to the studies by
Goulden, Nation and Read, (1990), D’Anna, Zechreeisind Hall (1991) and Schmitt
(2010), a vocabulary ranging between 15,000 and020word families is established as a
norm for an educated English native speaker. Howyeween it comes to non-native-
speakers, a number of the researchers (Hirsh 8o0Nati992; Hu & Nation, 2000; Laufer,
1992; Nation, 2006; Schmitt, 2008) suggested thatreeds to know around 2,000 — 3,000
word families in order to be able to understan®63% everyday spoken English, and around
6,000 — 7,000 word families to understand 98% oksp English. Nation (2006) put an
emphasis on the difference between high and logugacy words, and argued that non-
native speakers should learn high-frequency wardike very first place since they are the
most used ones and constitute the mentioned 95&dlé&ks to mention that knowing word
families is not knowing words: “Each word familycindes several individual word forms,
including the root form (stimulate), its inflecti®iistimulated, stimulating, stimulates), and
regular derivations (stimulation, stimulative)” {8witt, 2010, p.8), thus, 6,000 word families
may entail around 28, 000 words (Schmitt, 2010).

2.2.2.3. Receptive to Productive Dimension. The last but not the least third
“receptive to productive” dimension is the most @idknown one, not only by researchers
but also by ordinary learners. Almost any learnay say that their vocabulary may be
divided into two groups: the words which they retiag and understand when they are met
in text or someone’s speech but cannot produce themselves (which is an example of
receptive vocabulary) and words which the learsarsproduce in speech or writing (which
is an example of productive vocabulary). Theretigpgcal saying by learners with big
receptive and small productive vocabularies: “ll&®@ a dog. | understand everything that is
said, but | can’t say anything in response”. Tésearchers have delved deeper into the
distinction between receptive and productive knolgkesuggesting that a word is known
productively only when one understands how to tiappropriately in a given context and
not just being able to produce it:

In our opinion, mere memorization of a word formaigiven context without

understanding the word's meaning cannot be catleduptive knowledge. If the

learner can repeat the memorized word with itsednh a test situation without

understanding it, this is mechanical reproductiat,production. (Laufer, 1998,

p.257)
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Moreover, Laufer (1998) went even further and dgished the two types of productive
vocabulary: controlled and free. When a learn@raglucing a word with help of some
stimulus or context (for instance by providing syyims, antonyms or words that are
associated with the given words in the task orilbigd a gap in a sentence) it is called
controlled productive knowledge, whereas when mkgas producing a word without any
additional stimulus and “at one’s free will” (H&Q19, p.130) (for instance, when one is
asked to write a text or to speak for a certain@amof time) it is called free productive
knowledge. However, Meara and Fitzpatrick (200Qued that, in fact, the free production
may be also limited to certain stimuli. For instejwwhen learners are asked to write an essay
which implies the use of free productive vocabuléngy may be limited to the topic of the
essay (for instance, if the topic is about foothailill limit and direct the free productive
knowledge towards football-related words) as welthee topic of oral conversation at an
exam may influence the kind of words that will ls2d by a speaker (see section 2.2.3.
Measurement of Vocabulary, for further analysisarftrolled and free productive
knowledge).

The question of the relationships between prodead receptive vocabulary has
also been raised by researchers: “The relatiortstipeen an L2 learner’s passive and active
vocabularies remains interesting but unexploreatgstents about this relationship have been
vague and unsubstantiated” (Laufer & Paribakht8199369). Melka-Teichroew (1997)
stated that it had not been discovered yet wheatkgx@ceptive knowledge becomes
productive: “At what point familiarity is such thahe could say that knowledge is no longer
receptive, but is productive, or at which pointagiive knowledge can be converted into
productive knowledge.” (p.313). The “point” is ytetbe established, however it was
suggested that a word moves from receptive to mtoduvocabulary through certain degrees
of word knowledge (as discussed in section 2.212Repth).

Not only has the relationship been explored byaedeers but also the difference in
size of receptive and productive vocabulariesa#t been assumed that receptive vocabulary
is a way larger than the active one (Aitchison,298hannell, 1988), however, the studies
which actually checked the difference show conttaaty results. Takala (1984) suggested
that the difference is rather small, claiming thlbout 90% of receptive vocabulary is known
productively. Laufer and Paribakht (1998) showasldoscores of 62% to 77% and similar
results were provided by Fan (2000) who found 58%1t% of common receptive-
productive knowledge. In contrast to previous stadLaufer (2005) found a great difference

between two vocabularies: the results showed thigt16% to 35% of passive vocabulary is
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known productively. The difference between receptnd productive results provided by
these studies does not allow for establishing tmeete level that shows how larger passive
is over active, as highlighted by Schmitt (2014he“inconsistency of these figures highlights
the difficulties and confusion involved in dealimgh the receptive—productive issue.” (p.
923); and deserve more attention from the resees’cside. Nevertheless, in all these studies
receptive knowledge was definitely found to be égirgnoreover certain researchers (Laufer,
1998; Laufer & Paribakht, 1998)) studied how thiéedénce between the two vocabularies
changed when new words were acquired and founddhahcrease in one’s passive
vocabulary will, on the one hand, lead to an insegia one’s controlled active vocabulary,
but at the same time lead to a larger gap betweeiwo” (Laufer, 1998, p.267). Therefore, it
was argued that the difference between receptigdgearductive vocabularies may be much
larger for the learner with greater vocabularies.
2.2.3. Measurement of Vocabulary

The need for the vocabulary measurement reappasoed with the studies on
vocabulary in the 1980s-1990s (Meara, 1987). Voeapwas commonly measured by
means of various vocabulary tests, which in mosésaneasured vocabulary size. One of the
most popular tests at that time was EurocentreaMdary size test invented by Meara and
Jones (1987). The test was originally designedsiadgent placement test for Eurocentres
language schools in the UK, and was constructedYass/No checklist format which was
designed to measure absolute size of one’s voagbilae idea of using “the absolute
simplest” (Read, 1993, p.355) Yes/No test formad wat necessarily new, as according to
Melka-Teichroew (1982, p.7), the tradition of usivigs/No tests may go back as far as 1890.
However, traditional Yes/No tests were not con®deeliable and trustworthy due to their
format (Meara, 1992). The traditional Yes/No tegtisents a learner with a list of words; the
learner in turn should indicate whether they recogthem (Yes) or not (No). The main
concern with such tests was the fact that the ézanmay not always be honest and mark
words that are unknown as known: “Unfortunatelyggde aren’t 100% reliable, or 100%
honest” (Meara, 1992, p.9). The solution to thishtem was found by Anderson and
Freebody (1983) who suggested using “nonwords”adtarized by Meara and Jones (1988)
as “imaginary words which are very carefully consted so that they share the physical
characteristics of the real words in the same ¢§p185), and which were used in order to
calculate the probability of the learner’s dishdreesswer and excluding it from results
analysis. This solution was applied by Meara amkedq1987) in their Eurocentres test, and

later developed by Meara (1990) in the same testdyding 1 non-existing word for every
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2 existing. Moreover, Meara (1990) computerizedtést; the computer provided the person
who was tested with the words from each thousarideomost used 10,000 English words
and non-existing words and automatically checkedife reliability of test takers.

The other test which had an immense influence erdévelopment of vocabulary
measurement was Vocabulary Level Test (VLT) by Ratlon (1983). VLT assesses
vocabulary size of the learner by measuring thenkedge of words at four frequency levels:
2,000 words, 3,000 words, 5,000 and 10,000 worls.t&st is organized in a word-definition
matching format, where one needs to match one @f@6@s (at each level) to 18 proposed
definitions. Similar to Eurocentres Test, VLT wasijned for “diagnostic testing” (Read,
1988, p.17) which “can be utilized by teachers adihinistrators in a pedagogical context to
inform decisions concerning whether an examindi&ety to have the lexical resources
necessary to cope with certain language tasks™(&th., Schmitt D. & Clapham, 2001,
p.56). However, in contrast to the Eurocentres tesias found to be more reliable and valid
(Beglar, 2009; Nation & Beglar, 2007; Schmitt ef 2D01) and argued to be one of the best
tests of that timé:Nearest thing we have to a standard test in vdeapu(Meara, 1996,
p.38).Moreover, the first version of VLT by Nation (1983d given a rise to its various
iterations, the most successful of which was mad8dhmitt et al. (2001) who developed the
test and used it in a study with 801 participantk wifferent L1 languages (the original
version was not supposed to be used for learnédhsRamance L1s). This iteration was also
found valid and reliable and nowadays is still édesed to be a useful tool of vocabulary
measurement: “The Vocabulary levels test (Schrmil.e2001) is still a well-used standard
vocabulary measurement, yet the authors have miateg it at all since it was launched over
17 years ago” (Schmitt, Nation & Kremmel, 2019,1@)} even despite the appearance of the
more recent versions (i.e. New Vocabulary Levelst TklcLean & Kramer, 2015) and
Updated Vocabulary Levels Test (Webb, Sasao, &iBak, 2017). Nevertheless, there is no
ideal vocabulary test: “No vocabulary test (or éamyguage test) can be suitable for all
learners in all contexts” (Schmitt et al., 2019,14.). The above-mentioned tests (and many
others) has been classified as passive vocabuteywhich measure only passive
vocabulary size, whereas it was argued that forsoméag such skills as oral fluency which is
a productive skill the application of productivecabulary tests, “which focus on vocabulary
use instead of vocabulary knowledge” (Gonzalez 8zP2016, p.34), are considered to
provide more representative results (De Jong, 20&®refore, for the purposes of the

present study, one should take a closer look agxisting productive vocabulary tests.
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The productive vocabulary tests are of two soxstrolled and free. “Controlled
indicates that the test is designed to elicit Speg@redetermined vocabulary items, and free
indicates that vocabulary produced by the testrteika relatively unconstrained task will be
measured” (Fitzpatrick & Clenton, 2017.846). The example of a free productive test is
Lexical Frequency Profile (LFP) designed by Lawfed Nation (1995). When taking the
LFP test, the learner is asked to produce a writgsponse (essay) of 300 words to a question
or topic. The produced words are then categorizedrding to four frequency categories:
words from 1000 of most frequent words, words 2800, words from the University Word
List and words which are not on any of the oth&isliThe researchers suggested that the
learner who has a larger vocabulary would use morels from lower-frequency category
while one who has a smaller vocabulary would relyusing more higher-frequency words.
Moreover, the test was designed for a test-retesiedure which also allows one to measure
potential changes in one’s vocabulary over time.

An example of a controlled productive test is tihedRctive Vocabulary Levels Test
(PVLT) developed by Laufer and Nation (1999) onblasis of VLT. The test requires the
learners to fill in a gap in a sentence with onedy&nowing only its initial letter. The
learners should understand the given context tbbeto retrieve the word they are asked
for. Moreover, the words are classified accordmthie same frequency bands as for the
VLT, thus learners with larger vocabularies areested to provide more correct answers for
lower-frequency words.

The main difficulty for researchers who want to aseocabulary test is the choice of
the right one: “But which one to use?” (Schmitakf 2019, p.110).The above-presented tests
may be described in a much more detailed way aswlthere are a lot of other tests which
may be described here. However, as suggested gitseh al. (2019, p.111), one should
choose and focus on the test which would suit thipgse of one’s study. Therefore, for the
purposes of the present study only the Lex30 tésbe/presented and subjected to particular
scrutiny.

2.2.3.1. Lex30. Lex30 was designed by Meara and Fitzpatrick (2@30g response to
the existing productive tests of that time. Fotanse, Meara and Fitzpatrick (2000)
criticized LFP for being “effective mainly at low\Vels; when, for example, testees are
expected to have a limited vocabulary size” (p&1d not being effective at high levels
because it may be difficult to interpret the resolh the basis of only 18 examples per
frequency band. At the same time, the free prodedgsts like PVLT were criticized for

being context-limited (mainly because of a topidaliHimits and directs towards the use of
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topic-related words), but even more importantl lgarners in such tests had a tendency to
produce many more highly frequent words and fewerfrequent ones, which were
considered to be the only “true indicators of géaproductive vocabulary” (Meara & Olmos,
2010, p. 223). “Therefore, Meara and FitzpatridBQ@) proposed their own test which aimed
to exclude the above-mentioned weaknesses anatékéhe best from both types of
productive tests: “Lex30 aims to combine the cotu@padvantages of a context-
independent test of ‘free productive knowledge’utea, 1998) with the scoring and
administrative advantages of a quantifiable meaguwnol (Fitzpatrick, 2007, p. 119).

Lex30 represents a word association task, whertegtd¢aker is presented with the
list of 30 stimulus words and asked to provideftist four words (or three words in earlier
versions) that come to their mind when they thihkhe stimuli words. The 30 stimulus
words (cues) should be selected following the tlerderia: “1. All the stimulus words are
highly frequent — In our experiment, the words wialeen from Nation’s first 2000 wordlist
(Nation, 1984) [...] 2. None of the stimulus wordpitally elicits a single, dominant primary
response [...] 3. Each of the stimulus words tyipjiggenerates responses which are not
common words” (Meara & Fitzpatrick, 2000, pp. 23)%2T'he responses to the stimuli (120
max = 30 cues x 4 responses) are lemmatized anecsedh to frequency analysis. One point
is given for each response (except for proper noousidethe first 1,000 most frequent
words, the other responses are not given anythiggven 0 points. The final score may be
represented by the sum of the “infrequent” poimid/ar the percentage of infrequent
responses as suggested Byzpatrick and Meara (2004) and Fitzpatrick (2Q®ecause “it
minimizes the influence of varying corpus size dedli from the Lex30 task” (Uchihara &
Saito, 2017)The one with a larger number of points or highetcentage is considered to
have a larger productive vocabulary.

Meara and Fitzpatrick (2000) argued that theirwest much better than the existing
tests, for example, Lex30 “uses 30 prompts, eatiading a different semantic field”
(Fitzpatrick& Clenton, 2017, p.861) in comparison to LFP whaalirows down towards one
direction; or produces more low frequent respomsesmparison to PVLT, which allows for
a more precise vocabulary measurement. Moreovierretatively simple in preparation and
easy to administer requiring only 15 minutes to plate the task (which allows for not
losing a learner’s attention) and includes the fesgtures of both controlled and free tests:

There is no predetermined set of response targetsior the subject to produce, and

in this way, Lex30 resembles a free productive.takvever, the stimulus words
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tend to impose some constraints on the responseéd,ex30 thus shares some of the

advantages of context-limited productive tests.gMe& Fitzpatrick, 2000, p.22)
However, Baba (2002) argued that despite the adgastof the test, Meara and Fitzpatrick
(2000) have not confirmed the validity and reliapibf the test which are the real markers of
its adequacy and appropriateness for measuringiptive vocabulary. Baba (2002) in the
same paper found Lex30 to be a reliable test andugaged other researchers to testtit:
would perhaps be beneficial to use other approachestimate Lex30’s reliability such as
the test-retest approach or the parallel formsag” (p. 69). Although no test may be
considered as completely validated (Fulcher & Dsw@ig 2007), the results from 11 studies
summed up by Gonzéalez and Piriz (2016, p.35-3@®)Wwsel that Lex30 was found to be both
valid and reliable, when tested with different noeth Test-retest, Parallel forms, Comparing
performance on different testSomparing NS and NNS scores), different numbetesif
takers with different language backgrounds.

Baba (2002) also hypothesized that there may lggnéisant difference in results
between oral and written versions of Lex30. He adgthat the use of a written version
“assesses the learners’ written performances leg dot assess thajpoken vocabulary
knowledge” (p.70)because a learner may know the word but haveedifies in writing it
down, thus limiting the number of words which coblve been said aloud when taking an
oral version but are lost in writing when using iatt®n one Clenton(2010) devoted a
separate study to that problem. He compared théewrand spoken versions of Lex30 with
the same cues and found no significant differendge results:

An examination of the scores attained on the spakehthe written test formats of

Lex30 reveals no significant difference betweentii@ Both elicited broadly similar

scores, so we may claim that Lex30 seems to sfpaken and written productive

vocabulary knowledge in broadly the same way. Thaz30 appears to tap subjects’
productive vocabulary knowledge regardless of éis& format (spoken or written).

p.114
Therefore one may use a written version (which khba more easy to administer) of a test
for measuring both written and spoken productiveabulary.

Finally, Lex30 may be quite flexible in terms ofrpora. One may use different word
lists or corpora as the basis for the test, forgda Clenton (2010) tested 3 version of Lex30
using 3 different set of cues selected from 3 tists (Lexorig, JClk and JC2k) and found no
difference in the results: “Mean scores from edictn® three sets of cues (Lexorig, JCIk, and

JC2k) were similar, [which] suggests that regasigfisthe cues we test with, Lex30 appears
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to elicit similar scores that elicit similar propions of infrequent vocabulary items”
(Clenton, 2010p.134).
2.2.4. Studies on the Relationships Between Vocabulary and Fluency

The study by De Jong et al. (2012) was among teetb explore the relationships
between vocabulary and speaking proficiency, alghcanly partially, since it was not their
only and primary goal (they were also measuringheroaspects). The study was carried out
on 181 advanced Dutch learners, using controlledymtive PVLT (Laufer & Nation 1999)
for the vocabulary measurement and 8 role-playlspgdasks (judged by native speakers)
for the measurement of speaking proficiency. Assailt,productive vocabulary knowledge
was found to be a good predictor of speaking pierficy, but no detailed discussion on that
finding was provided.

A more detailed study was performed by Koizumi &ridami (2013). The
researchers also measured productive knowledgéhtmutgh the means of L1-L2
translations, while a 15 minute monologue (whiatiuded the introduction of the learner,
description and comparison of several pictures) et@sen to represent speaking proficiency,
which was coded using ASU (Foster et al., 2000)amteptualized as consisting of fluency
(measured by speed and repair), accuracy, andcsigncamplexity. The participants were
224 intermediate English learners. The findingggested that vocabulary knowledge
contributes to all three above-mentioned concefgp@aking proficiency. Koizumi &

In'nami (2013) went further and tried to explainywocabulary knowledge and fluency may
be connected with each other:

Vocabulary knowledge and fluency may be associaitdeach other because L2

learners with larger and deeper vocabulary knowdedgd faster access to it, can

perform lexical searches more easily and quickbarbers with greater vocabulary
knowledge can recall adequate words and use thespé&aking through knowledge
of antonyms and collocations (Aitchison, 2003). Saquently, processing will be
smoother for them than for those with a smalleicex, although the speed of
intermediate-level learners with greater vocabukargwledge is still much slower
than for high-proficiency learners, and their pisiBg is far from automatic. On the
other hand, learners with poorer vocabulary knoggechay not be able to find
appropriate words, or may take longer to searchwfirds at the formulation stage,

resulting in reduced speed fluency. (p.911)

Uchihara and Clenton (2018) decided to conductidysbn vocabulary knowledge

and speaking ability using a receptive vocabulasy.{The updated version of “Yes/No” test
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was used to measure vocabulary and an oral pinturative judged by native speakers was
used to measure oral abilities. The study wasezhout with 46 advanced English learners.
The results, similar to the previous studies (algiothey used productive tests), showed that
vocabulary knowledgegtedicts L2 oral ability for advanced learners dlbea lesser extent
than when compared to studies with low proficielearners (Koizumi & In’nami, 2013)”
(p.552).

Finally, the study by Uchihara and Saito (2016) wased on 39 English learners of
different degrees (advanced, intermediate and begs). The vocabulary measurement was
conducted through the means of productive Lex30nb#e a picture description task was
used for eliciting spontaneous speech, which wasyaed for fluency (using only speech
rate) comprehensibility and accentedness by natiMes results suggested that vocabulary
knowledge “significantly correlated with L2 fluendyut not with comprehensibility or
accentedness” (p.1). Moreover, the researchergdriat the observed correlation between
vocabulary knowledge and fluency “might indicatattmore proficient L2 learners, as
indicated by their productive vocabulary scoregjlthbe able to speak spontaneously
without too many pauses and repetitions, and ast@f tempo.” (p.2). Uchihara and Saito
(2016) also argued that their methods might be avgl by using more detailed data, for
example, by “employing longer speech samples (3r3,1fin] future studies of this kind”(

p.9) and underlined the need for further researchis direction.

2.3. Study Abroad

Historically, studying abroad has always been &egral part of the educational
process, although it was not always accessiblalfoFor example, in the ¥719" centuries,
it was accessible only for a privileged class opdul and flourishing countries. More
precisely, the young aristocrats at the end of stedies in their native country took a
journey called the Grand Tour that “typically invetl three or four years of travel around
Europe and included an extensive sojourn in It@dylfural center of that time)]”
(Encyclopaedia Britannica. (n.d.)). Nowadays, stagyabroad is no longer considered to be a
limited to the very privileged and almost everyd&nt may participate in various exchange
programs. For example, in the last three decadesnd 10 million participants took part in
the most popular program in Europe, called “Erasfhugich allows students (and other
people associated with educational institutions teachers, apprentices, etc.) to experience a
period abroad for educational purposes and suptts financially (Erasmus+, 2018). For

instance, in 2018 “with a budget of €2.8 billiorr@s; Erasmus+ supported more than
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850,000 mobilities” (Erasmus+, 2018, p.7). Moregwaacording to the Organisation for
Economic Co-operatiorOECD, 2017), around 5 million students per year expeed an
SA around the globe from 2010 to 2015; while thenhar of students that will take part in
the exchange programs should rise to 8 millionigpents per year by 2025.
The SA experience is extremely attractive for stuslelue to the five reasons stated
by themselves:
le désir de vivre une expérience a I'étranger,iaéapprendre une langue étrangere,
celui de nouer de nouvelles relations socialesii ciel développer la capacité
d’adaptabilité et la prise de perspective et, erfahui d’améliorer les perspectives de
carriere (Commission Européenne, 2014). (Arvids2049, pp.5-6)
However, students are not the only ones who hawverbe interested in SA. The rise of
students’ interest in SA opened a vast field feesrch which resulted in the rise of interest
for researchers. Firstly, | will present the ddfonis and general findings in SA studies, and
then more detailed studies on fluency and vocapuathe SA contexts will be discussed.
2.3.1. Definitions and General Findingsin the SA Context
SA for researchers constitutes a particular intexes context of learning. The
importance and influence of a learning context wrderlined by Llanes (2011):
The learning context plays a decisive role for seveasons, and it is one of the
crucial variables in becoming bilingual/multilinduthe quality and quantity of the
input, the opportunities the learners have to pra¢he L2, and the type of instruction
in the L2 all vary according to the context of l@ag. (p.189)
According to Freed (1995a), SA in the 1990s, defiag a “combination of immersion in the
native speech community, integrated with formasstaom learning” (p.5) was assumed to
be “the best environment [context] for learningeaand language” (p.5). Segalowitz and
Freed (2004) argued that the SA context should i fimeneficial for language learners
mainly because of being fully immersed in the tafgeguage, having more opportunities to
interact with native speakers and use a targetulkzgeg (TL) every day. The SA was generally
considered as “a unigue learning context for ewvalgachanges” (Leonard & Shea, 2017,
p.179) and raised a lot of questions for reseasctoeexplore:
What precisely is gained linguistically from livimg the country? Which language
skills? To what levels of proficiency? What kindseaperience and programs in-
country are the most effective in building studelatsguage skills? What is the

minimal duration an effective program must have Whiauch language must a
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student have in order to take maximum advantadgleeoéxperience? (Brecht

Davidson & Ginsberg, 1995, p.38)
According to Collentine (2009), SA research mayliveded into two periods: before Freed’s
(1995b) publication of “Second language acquisitioa study abroad context” and after.
The period before publication mainly encompassestudies which examined the SA too
broadly ‘with instruments that sought to assess learneerathl_2 abilities” Collentine,
2009,p.219). For example&;arroll (1967) found that even short three-monthc®Atributes
to the development of linguistic skills such asatiaguistic knowledgeOpper, Teichler and
Carlson (1990used learnersself-reported assessments and found developmalfit4rmain
language skills (listening, reading, speaking, amiting), while Krashen and Seliger (1976)
using teacher rankings did not find SA to be nemd@goeneficial for the learners. The
second wave of studies was caused by Freed’s () %@blx, where having summarized
previous research on the SA, she stated that “mumseajuestions remain to be answered by
carefully-controlled empirical studies” (p.16) aedcouraged other researchers to study the
SA context. The following studies tested the charngerarious language skills of learners
over the SA context, for instance the biggest dgwelent was found in oral fluency (Llanes
& Mufioz, 2009; Mora & Valls-Ferrer, 2012; Towelt,a&.,1996) and lexical skills (Foster &
Tavakoli, 2009; Milton & Meara, 1995; Ife, Vives Ba& Meara, 2000). The positive impact
of the SA context was also found, to a lesser ¢éxiemeading (Lapkin, Hart & Swain, 1995),
listening (Evans & Fisher, 2005) and writing (SasaR04). In order to establish which of
these language skills were more likely to be betésteloped particularly in the SA context,
researchers compared the SA context with at horh ¢antext. The results of such studies
indicated that the SA may not necessarily be b#ter AH for the development of listening
(Cubillos, Chieffo & Fan 2008), reading (Dewey, 2p@nd writing (Freed, So & Lazar,
2003) skills or for grammar (Collentine, 2004), bught be better for lexical skills (Dewey,
2008;Fitzpatrick, 2012Foster, 2009Jiménez-Jiménez, 20jLAnd especially for oral fluency
development (Freed, 1995c; Segalowitz & Freed, 28@galowitzFreed, Collentine,
Lafford, Lazar, &Diaz-Campos, 2004)(see sections 2.3.2 and 2.3.thdaletailed
description of studies on vocabulary and flueneggectively) in the SA context).
2.3.2. Studieson Fluency in the Study Abroad Context

In order to demonstrate that the changes in learflaency were the result of SA
impact, a number of researchers measured fluenoyg d#ferent types of measurements,
means of data collection, numbers of participantk different language level and

background, and also compared the changes in $Aatoges in other contexts. Since the
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discussion of all such studies is not the goah paper, only the most well-known key
studies which are relevant to the present studybsidiscussed below.

To begin with, the study by Freed (1995c) was based comparison of changes in
fluency after 1 semester in the SA and AH contekit® data from thirty English-speaking
learners of French (from novice to intermediatejenallected through the means of Oral
Proficiency Interview (OPI) at the beginning andret end of the semester. At first, fluency
was assessed by means of six trained native sgeakBrench who marked learners “from 1
(‘not at all fluent’) to 7 (‘extremely fluent’)” (129) on the basis of four forty-five second
speech segments from the interviews of each leafherresults of judges’ assessment were
summarized by Freed (1995c) in the following we&ytudents who have lived and studied
abroad were found to speak more and at a signtficéaster rate” (p.141). Additionally,
fluency was measured by more objective linguisteasurements: SR, frequency of unfilled
pauses, frequency of filled pauses, length of lispeech runs, frequency of repairs.
However, in that type of analysis, only SR was fbtmhave developed after SA experience.

Towell, et al. (1996) performed a longitudinal stwehich compared 12 advanced
English-speaking learners of French before and sftemonths in the SA context. To collect
the data, the participants were shown a film ahkedso retell it orally. The retellings were
analyzed in terms of SR, AR, MLoR and phonationdtiratio (PTR) to track changes in
fluency. The results in AR and PTR generally showsdynificant changes towards fluency
development, while SR and especially MLoOR signiiibaincreased over the SA experience
and were argued to represent the developmentendluin general.

The year 2004 was extremely fruitful in fluencyeasch in the SA context. For
example, Segalowitz and Freed (20D4)estigated the role of learning context on fluemc
SA and AH settings. Participants were 40 advancegli§h-speaking learners of Spanish
who spent a semester in one of the contexts. Fowrtes from pretest and posttest
interviews (OPI) were selected for analysisevhporal and hesitation measures of fluency
(SR, MLoR without silent pauses (400ms), MLoR withblled pauses, and longest fluent
run (without silent and filled pauses)). The resutdicated that the SA context was found to
be better than AH for fluency development sinceléfaeners from the SA context showed
significantly greater gainis three fluency measures: SR, MLoR without filjgalises, and
longest fluent run. In the same year a similargtwds conducted by the same two authors
and two other onepllentine, Lafford, Lazar & Diaz-CamposSegalowitz et al. (2004),

using the same methods and measures, based tlirast 46 advanced English-speaking
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learners of Spanish who spent 1 semester eitlteeiBA or in AH contexts. They found
similar results in greater fluency gains in the @htext.

Freed et al. (2004) went further and compared éwveldpment of fluency in three
different learning contexts: SA, AH and IM (immiexs program). The study focused on 28
advanced university students of French who spéiyor 12 (SA and AH) weeks in one of
the contexts. Data was collected by means of atatviews before and after each of the
above-mentioned learning contexts. Freed et a04p0ecided to analyze fluency on the
basis of 2 minutes from pretest and 2 minutes fposttest interviews, using 9 measures (SR,
hesitation-free speech runs, filler-free speecls réloent runs, repetition-free speech runs,
grammatical-repair-free speech runs, total woradep, duration of speaking time), however
only a few of them were found to be helpful. Foaele, the advantage of the SA context
over AH was found only in three measures: SR rfitee speech runs, and fluent runs, thus
SA was argued to be a better context for fluenayetigpment. However, the IM showed
much better results in comparison to both SA andrAtdtal words spoken, SR, hesitation-
free and repetition-free speech and was argued torbuch better context for fluency
development than the other two. Similar resultsewBgmonstrated by Serrano et al. (2011)
who also compared three contexts: the learners iintensive AH had greater fluency gains
than SA and semi-intensive AH, while the learneosifthe SA context had greater fluency
gains in comparison to semi-intensive AH. Howeteejr study was limited to the use of
only one fluency measure (SR).

Llanes and Mufioz (2009) studied fluency developraéietr a short SA experience.
They investigated fluency development in twentyrfGatalan/Spanish-speaking students of
English that participated in a 3—4 week SA progra@he data collection consisted of 10-15
minute interviews which began with the questionarspart and led to a description of a
series of 6 pictures (“The Picnic Story” (Heatofi6&)). The results indicated the significant
development in 4 measures (SR, AR, other languagd vatio, and longest fluent run) out of
6 (not in filled pauses per minute and silent pays minute); therefore it was argued that
short SA experience may also be beneficial forrfbyedevelopment.

The lack of stable pause measures reflecting fpdegelopment (as in e.g. above-
mentioned Llanes and Mufioz (2009)) was highlightedlora and Valls-Ferrer (2012) who
suggested that pauses should not be measured maeronly but their location within
clauses should also be considered. For examplleeinstudy on fluency development in the
SA context, apart from the usual temporal meas(8Bs AR, MLOR, PTR, dysfluency ratio)

they also used two measures which considered pacetton: pause frequency (number of
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clause-internal pauses per minute) and pause #tiee(percentage of clause-internal pause
time with respect to total time). The study wasdobsn 30 upper intermediate/advanced
Catalan/Spanish-speaking learners of English wieatdgjhree months in the SA context. The
guided interviews in pairs which consisted of maptnt-participant and participant-
interviewer interactions were used to obtain thia dar analysis. The results were argued to
provide strong evidence for the positive impacthef SA period on the development of
fluency, by indicating the increase of SR, AR, MLaRd decrease of pause frequency (less
pauses) and pause time ratio (shorter pauses).

The importance of pause location and the pauseuresawhich reflect fluency in
general was even more explicitly studied by Leorsard Shea (2017). Their study was
conducted on 39 English-speaking learners of Shami® spent three months in an SA
context. Oral data were gathered via 3 two minatesologues in Spanish (and also in
English), while only 30 seconds of each monologeeswsed for analysis. In order to
measure fluency only two speed fluency measures us&zd: AR and MLoR, while
breakdown fluency was measured by rate of: all gauwid-clause pauses, end-of-clause
pauses, long pauses, short pauses, unfilled pdilleespauses and percent of pausing time.
The finding showed that the SA period led to pesithanges in two speed measures and
also in rate of: all pauses, mid-clause pauseg, pauses, unfilled pauses, filled pauses and
percent of pausing time that reflected fluency ttgw@ent. Moreover, Leonard and Shea
(2017) compared the use of mid-clause and end-&lpaigses in Spanish and English
monologues, and stated that the participants stbfgwanore in mid-clauses in their L2 in
pretest monologues which indicates the problemis feitmulation and articulation processes
(Hilton, 2008, 2014). Additionally, in posttest naagues participants’ “pattern of mid-
clause and end-of-clause pauses in the L2 appréechiae L1 pattern, indicating important
changes from pre- to post-SA” (p.188), thereforesgdocation was argued to be an
important measure for explaining difficulties indincy development and tracking fluency
changes in general.

Huensch and Tracy-Ventura (2017) also exploreditéme of fluency development
in the SA context considering pause location. @searchers collected data over a 2 year
period at 6 different times in order to investigatav fluency changes during the SA period
and a year after it, however here this study vélidpesented in pretest and posttest form in
order to discuss the final impact of the SA. Thalgtwas based on 24 English-speaking
learners of Spanish who spent nine months in the@?ext. The data was collected by

means of the three picture-based narration taske dieginning and the end of SA
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experience and were subjected to analysis. The themasurements of speed fluency: MLOR,
SR and mean syllable duration and four measurenoétmigakdown fluency: number of
silent pauses; number of filled pauses, mean sgaunse duration within ASU and mean
silent pause duration between ASldre used for the analysis of fluency changes.rékelts
indicated positive changes in SR, MLoR, numberilefhs pauses, filled pauses and mean
silent pause duration within ASU which were argtedeflect the positive impact of SA on
fluency development.

2.3.3. Studies on Vocabulary in the Study Abroad Context

The measurement of vocabulary knowledge has loeg beinly a feature of
language schools, which used vocabulary testsatmegearners according to their level of
knowledge. In SLA, vocabulary measurement becarpelpoin the 1990s, while the works
of Freed (1995b) and Milton and Meara (1995) dré&erdion to lack of studies on
vocabulary development in the SA context, whiclultesl in the increase of such studies.
The studies presented below will be described antlemphasis on the measurement
methods.

The study by Milton and Meara (1995) is “one of finst oft-cited and
groundbreaking studies on vocabulary growth duBA§ (Zaytseva et al., 2018, p.212). The
study was based on fifty-three exchange studertdgfatent proficiency levels from four
countries (Germany, France, Italy and Spain) whemspix months in the UK. Students’
receptive vocabulary knowledge was measured by snefatine Yes/No Eurocentres
Vocabulary Size Test at the beginning and at tlikodnthe SA period. Results showed that
SA positively impacted vocabulary which showed gdat a rate of over 2,500 words per
year” (Milton & Meara, 1995, p.31). Additionallyhe researchers noticed that the students
with smaller vocabularies at the beginning of Spenence improved the most, while the
students with larger vocabularies improved less.

Ife et al. (2000) conducted a study on thirty-sitermediate/advanced English-
speaking learners of Spanish who spent 1 or 2 dersgd or 8 months respectively) in
Spain. The researchers measured productive vocgliaytaneans of a translation test (to
measure vocabulary size) and Three Word Associdtsh (to measure lexical organization
knowledge). The results showed the positive impéathie SA context on both size and
degree of organizational knowledge. Contrary tatdiland Meara (1995), no difference in
vocabulary development for intermediate and advéhistedents was found; while a longer

SA experience was found to be more beneficial tharshorter one.
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Collentine (2004) compared productive vocabulanyettgoment among 46 American
students of Spanish in SA and AH contexts. Theu®gwonsisting of two-minute segments
from pretest and posttest interviews (OPI) wasyaeal not by means of any test, but simply
in terms of acquisition of new words and the rdtaraque words within seven lexical
categories: adjectives, adverbs, conjunctions, s,gorepositions, pronouns, and verbs. The
results indicated that AH students used slightlyenew words while SA students used
slightly more unique words; however the differebe¢éween the two contexts was not
significant and therefore, Collentine (2004) stateat, ‘in response to the question of
whether the SA context yields better overall [..¥id¢al abilities than the AH context, the
answer is a qualified no” (p.244). Similar findingsre presented by Freed et al. (2003) who
also did not find any difference among two groupstadents from SA and AH contexts
assessed by six judges.

The means of measuring vocabulary in these twdeswdere doubted by Dewey
(2008) who decided to use three different vocalyukests:\Vocabulary Matching Test
(receptive knowledge), Vocabulary Knowledge Scdegpth of vocabulary knowledge) and
The Situational Vocabulary Test (everyday vocalylsr compare vocabulary development
of 56 English-speaking learners of Japanegshree learning contextsstudy abroad (SA),
intensive domestic immersion (IM) and academic yeanal classroom (AY) learning”
(p.127).Dewey (2008) found thahe students who took part in the SA experiencsveld
greater scores in all three tests when compartghtoers from AY context, while the results
from two tests (breadth and depth) for SA and IMdshts were similar, but in the third test
SA showed significantly greater increase in theafssveryday language.

Jiménez-Jiménez (2010) studied the differenceerdgvelopment of both productive
and receptive vocabulary on 87 intermediate/advé@Bcgylish-speaking learners of Spanish
in the SA and AH contexts with a translation te®sl a specially-designed word association
test (the participant had to cross out one worciwvknas not associated with other two in
terms of meaning (i.e., synonyms, antonyms, metaeymr collocations)) respectively. The
results showed positive impact of contact with a target-languagemunity in the SA on
both productive and receptive vocabulary, whitesignificant gains on either test were found
for AH students.

Fitzpatrick (2012) used a word association tededdlex30 to track the changes in
productive vocabulary in case study of a 21-yedrcitinese learner of English studying in
the UK. The participant took the same Lex30 testisies during the eight months of the SA

experience. However, the traditional Lex30 scopnacedure was changed to “the aspects of
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word knowledge identified by Nation (2001) [Tablg (b.86) which consisted of a word’s
form (number of responses given at each test fpereentage of items misspelled,
occurrence of affixes), meaning (humber of cue waesponded to, misunderstood cue
words) and use (percentage of native speakerdigeanses). The goal of the study was to
track the “micro-development” (p.92) of vocabulémym test to test in the SA context, but
the development was rather “chaotic and elusive&dqpand it was “not possible to draw
strong conclusions from this study” (p.9R)evertheless, when focusing only on pretest and
posttest results, the increaseniimber of responses given at each test time, caocerof

more affixes, number of cue words responded tagueage of native speaker-like responses,
number of collocational responses and decreasenbar of misunderstood cue words,
signaledthe positive impact of the SA context on productreeabulary development in
general.

Serrano et al. (2012) investigated how depth oflpctive vocabulary changes after
three months and nine months in the SA context.detta from 14 intermediate/advanced
Spanish-speaking learners of English were collelsyesheans of “The Picnic Story”

(Heaton, 1966) and analyzed for the lexical ricenegh Guiraud’s Index of Lexical
Richness (“word types divided by the square rodhefword tokens (Types/Tokens)”
(Serrano et al., 2012, p.145)). The results inditdhe increase over the three SA months in
lexical richness and even greater increase overmionths. Two years later, a similar study
was conducted by Lara (2014) who using the sameaGdis Index measured lexical
richness of 47 Catalan/Spanish-speaking learndenglish after the three-month and six-
month SA experience. Contrary to the result of @eret al. (2012), no significant changes
were detected in lexical richness after three-m@&@#iperiod, however the significant
changes were found after six-month SA stay.

Dewey (2008) and Zaytseva et al. (2018) with aedéihce in ten years, both correctly
noticed that there was no lack of studies on réeepbcabulary in the SA context, while
more research should be done on productive vocabula
2.3.4. Studies on the I nteraction Between Vocabulary and Fluency in the Study Abroad
Context

Greater vocabulary knowledge has usually been egedowith greater reading skills
(Qian, 2002; Van Gelderen et al., 2004), whiledhalies by De Jong et al. (2012), Uchihara
and Clenton (2018) and Uchihara and Saito (201%) lighlighted the link between learners
with greater vocabulary size and faster speakiiity §kee section 2.2.4. Studies on the

Relationships Between Vocabulary and Fluency). Despe rise of the research on the
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impact of the SA context which was found to be Ihiers¢ both for the development of
fluency and vocabulary knowledge, there exist dely studies which partially concentrated
on the interaction between vocabulary knowledgeflughcy in this context that allows
exploringthe changes which a learner undergoes in a natanal

For instance, the study by Leonard and Shea (2@dly)partially covered the
guestion of interaction between vocabulary knowtedgd fluency. One of the main goals of
their study was to find out whether the vocabukogres predicted greater gains in fluency
(and also in accuracy, lexical variety, syntacamplexity, and lexical complexity) in 39
English-speaking learners of Spanish who spengetimenths in a SA context. In order to
measure fluency, 10 utterance fluency measures uwger@ (e.g MLoOR, AR, mid-clause
pauses, end-of-clause pauses, etc.) while theté&df-untimed vocabulary test, adapted from
the Diploma de Espafiol como Lengua Extranjera (DE(E183) was used to measure
vocabulary knowledge (without providing descriptmirhow and what exactly the test
measured). The results indicated that the higheiSgx vocabulary scores provided learners
with “a slight advantage in accuracy, lexical viri@and complexity gains during SA, but not
in fluency gains”. The posttest results indicateel development both in fluency and
vocabulary knowledge; however, the researchersalighrovide the analysis of their
interaction (since it was not their goal).

Similarly, one of the goals of McManus, Mitchelldamracy-Ventura’'s (2021) study
was to explore the relationships between fluenaylexis. Their study was based on 56
advanced English-speaking learners of French oniSipavho spent nine months abroad. The
data was collected by means of picture-based naratime before, 2 times during and 1
after the SA period (and also 3 times in post-SaryeSR and MLoR were chosen to
measure the changes in fluency while “lexis wagapmnalized as lexical diversity,
computed using the VocD command in CLAN (MacWhinri2zg00), resulting in a sco2
(Malvern & Richards, 2002)” (p.15). The findingstbe study showed that SA contributed to
the increase in fluency and lexis after nine-mat#ly; when it comes to the interaction
between them, the results “showed significant angdlasting relationships between fluency
and lexis” (p.25).

However, none of these studies has concentrately m the relationships between
vocabulary knowledge and fluency (as i.e. Uchil&af@lenton, 2018; Uchihara & Saito,
2016) in the SA context which leaves room for farthesearch in this direction.

3. The Study
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The present study follows a pretest-posttest debiginqualitatively examines the
changes in productive vocabulary, fluency and tim@raction over the SA period in the
interviews of 5 French, intermediate-to-advancedrers of English who spent an academic
year in English-speaking environment.

The study aims to answer the following Researchs@ues (RQ):

RQ.1. To what extent did oral fluency change oveaeademic year in the SA
context?

RQ.2. To what extent did productive vocabulary geaver an academic year in the
SA context?

RQ.3. Do the changes in productive vocabulary apigeshow parallel
developmental trajectories with oral fluency overagademic year in the SA context?

3.1. Method Section

This section aims to describe in detail how thiglgtwas organized. Firstly, the
information about the participants will be present®econdly, | will explain how the data
were collected. Finally, the process and nuancesiaf coding and analysis will be
described.

3.1.1. Participants
The general information about the participantsresented in Table 2.

Table?2

Background of the Participants.

o Age L anguages )
Participant Gender . o L1 Pre-sojourn Country
(Pre-sojourn)  (specialization)

English + Lower

A F 19 _ French ) Ireland
Italian intermediate
English + Lower

C F 18 . French _ Ireland
Chinese intermediate
English +

M F 19 _ French Advanced Ireland
Spanish
English +

N M 19 . French Advanced Ireland
Chinese
English + French+

Y M 19 _ _ Advanced England
Arabic Turkish
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The participants were five 18/19 year old studéAt<C, M, N, Y (pseudonyms)) in
their first or second year of a degree course ipliéd Foreign Languages at Université Paul-
Valéry, Montpellier, France. They were native smgalof French (Y was also a native
speaker of Turkish, but the French was his domitearguage) who studied English as a first
language and Arabic, Chinese, Italian or Spanish second one. The participants’ English
proficiency, measured by means of the Oxford Q&ldcement Test before SA experience,
was considered either lower intermediate (A, Cadwanced (M, N, Y). Among the five
participants, three participants were female (AV(,, and two were male (N, Y). The
participants had mainly studied English in a form@htext and have never been to an
English-speaking country for a long period of timiaey spent 9 months in Ireland (A, C, M,
N) or England (Y) being surrounded by native and-native speakers of English in both
formal (i.e., lectures and seminars in the hostensity, etc.) and informal (i.e., transport,
job, supermarket, etc.) contexts, as a part ofreuas programme.

3.1.2. Data Collection

This section has 2 main objectives. It describeg tiata for the fluency analysis were
collected and then the description of vocabulatg dallection is provided.

3.1.2.1. Fluency. The data for the fluency analysis were collectednaans of an oral
interview before the departure to English-speakiogntry (June 2018) and after the return to
France (June 2019). The interviews were recordecharera and conducted by Prof.
Amanda Edmonds and/or Prof. Pascale Leclercq ierdodcompile the PROLINSA corpus
(the data were also collected at three times duBitagbut for the goals of my study only
pretest and posttest interviews will be describ&te format of a semi-interview was chosen
because it provides more freedom for the particppmexpress themselves, not being
subjected to one topic (as in i.e., picture-nasratasks or monologues) and thus allows to
elicit the closest to natural use of participatdsguage in real life: “In an interview a rapport
is established between the interviewer and thevigeee. Not only is physical distance
between them annihilated, the social and cultusaliér is also removed; and a free mutual
flow of ideas to and fro takes place” (Pandey &dRan 2015, p.60). Additionally, in order to
get the participants’ natural use of English, noettive feedback was given during the
interviews; however, the interviewers sometimepéelthe interviewees with the forgotten
or unknown words. Moreover, the interviewers essaleld a set of questions which were
designed with an aim to make the interviewee predunore speech. For example, the
guestions were open-ended, implying longer thamgeanswers with the possibilities of

going well beyond the question and mainly conceinmigeon personal experience,
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motivations, expectations and goals of the inteveie (e.g., What are your expectations
regarding this stay abroad?, How do you feel aboutg abroad for a whole academic year?,
How did it feel to come back to France?, FuturegPy. The recorded interviews varied in
length, for example, the shortest interview wasri8utes 34 seconds (M, pre-SA interview)
while the longest one was 53 minutes 47 secondpd3t-SA interview (see Table 3)). The
collected interviews were further subjected to ngdand analysis.

3.1.2.2. Vocabulary. Vocabulary data were elicited by means of prodectword
association task Lex30 before and after the SAodetiex30 used in this study presented the
participants with a list of 30 stimuli words andkes them to provide 4 responses. The 30
stimulus words (cues) were selected following troegeria: 1) cues were chosen from the
first 1000 ofmost frequent words of English (following Meara &zpatrick, 2000) 2) the
chosen cues did not have one common associatiall fest takers which resulted in
producing one same response; 3) chosen cues temdkdit a high proportion of infrequent
responses. The procedure of test taking consistadPowerPoint presentation with 30
stimulus words (each cue was shown for 30 secaviti&e in general the test took no longer
than 15 minutes) shown to the test takers who wadoten their association in a separate
paper. Finally, all answers provided by 5 partioigavere typed into the Excel document
without correcting spelling errors and were sulgddor further coding and analysis. (See
Appendix A, for the exemplification of a completadd not coded pre-SA test by Y).
3.1.3. Data Coding

This section describes the process of fluency dadang and then vocabulary data
coding is presented.

3.1.3.1 Fluency. The collected interviews were first manually tramtsed in CLAN
(program software used for audio and video trapsons (MacWhinney & Wagner, 2010))
by a group of 9 transcribers. Each interview wagstttranscribed by one transcriber and
then checked and corrected by a second transciibertranscription was organized in the
form of separate utterances (generally speaking verb corresponded to one utterance; one
line corresponded to one utterance). Additionahgch utterance was linked to the
corresponding segment of a video file (such orgarom allows more options for
investigations on these interviews in future stali€LAN transcription codes were used by
transcribers to mark details of participants’ spedar example, all reformulations,
contractions, errors, missing words, laughs andtrepns were marked as such in order to

reflect orally produced speech as precisely asilpless a written transcription.
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Following De Jong et al. (2015) and Huench anay-\entura (2017) the
transcriptions were divided into ASU for the funtlamalysis of pause location
within/between ASU (see section 3.1.4.1. FluenEgch transcription was copied to a
separate Word file and manually divided into ASWdading to the definition: “a single
speaker’s utterance that consists of either ampieagent clause, or sub clausal unit, with any
subordinate clause” (p.365) and following the rueseloped by Foster et al. (2000). The
use of ASU as a unit was chosen because it allawsra detailed division of the spoken data
(in the following examples, the boundaries of ASer&vmarked by a double slash “//...//"
and the length of pauses longer than 250ms werkeman parentheses “(...)"). For
example, contrary to other units which mainly faedi®n written data, the ASU may be not
only an independent clause (*INT1: Elementary? < Myeah it is elementary //) but also a
sub-clausal unit which may be completed by meamsadvery ((*INT1: Elementary? - *M:

/I yeah elementary //) or just one utterance (*INElementary? - *M: // yeah //).

Additionally, the division into ASUs allows diffeméiating pause location. For instance there
are two kind of pauses in the following exampleY ¥/ it wasn 't really (600ms)

professional sorry . // (600ms) // &erh japanesepte &erh yeah &uh we 've been[*] there .
/I’ . The first pause of 600ms occurred within A®tile the second pause occurred between
2 ASUs. However, the two mentioned ASUs are inddpahfrom each other, therefore the
pause between them is considered as a pause beAB&kn while things are different for
coordination clauses. For examplecovordinated clauses (coordinated by “and”,

“but” or “or”) when the two coordinated verb phrases have the safiject, the two clauses
usually belong to the same ASU. However, if a paoisger than 500ms separates the two
verbs (either before or after the coordinator)nttiee clauses are considered as two separate
ASUs. In the following example, “*N: // i try to p&euh English subtitles (360ms) or try to
put no subtitles at all. // (588ms) // and try torkwon that. //7, the first pause of 360ms
occurred within ASU while the second one of 588nas wonsidered as one which occurred
between 2 ASUs because it was longer than 500rtig fpause had been shorter than 500ms
the two ASUs would be counted as one ASU. Oncelitision was done, it was subjected to
the measurement of length and number of pausegvaitid between the ASU.

Phonetic coding was realized in PRAAT (prograritveare used for speech analysis
(Boersma & van Heuven, 2001)). Needless to menhianthe interviews consisted not only
of participants’ speech, but also of interviewesiseech, therefore it was decided to use only
participants’ speaking time (time when participsrgpeaking including pauses).

Additionally, due to the fact that the length offpapants’ speaking time varied from
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participant to participant and from pre-SA and pBatexperience, it was decided to use
eight minutes of that time from each interview. liigninutes were chosen because it was the
shortest speaking time of M from the whole pre-8i&iview in comparison to other
participants (and M in post-SA interview) who prodd longer speaking time (see Table 3).
The eight minutes were counted from the first opeded question by the interviewer to
which participants generally provided full answgrs., “Do you have any work experience?”
in the pre-SA interviews and “When did you leavelZloondon/Dublin?” in the post-SA
interviews). The sum of eight minutes from eaclkmitw was manually counted by

listening to the interviews and adding the lendtthe participant’s speech.

Table3
Total Duration and Duration of Speaking Time of Beaticipants in Pretest and Posttest
Interviews
Participant Duration of Duration of Duration of Duration of
Pretest speaking time Posttest speaking time
interview analyzed in interview analyzed in
Pretest Posttest
interview interview
A 27:00 667s - 11:07 34:16 1412s - 23:32
C 26:49 665s - 11:05 23:27 604s - 10:04
M 18:34 485s - 8:05 20:51 686s - 11:26
N 23:55 666s - 11:06 37:21 1447s - 24:47
Y 44:24 1820s - 30:20 53:47 2433s - 40:33

In PRAAT, the eight minutes of speech time fromreisterview were extracted into
a separate audio-file (i.e., M speaks for eightutes in the entire interview thus the whole
interview was an extract, while only the first dighinutes out of 11mQ07 seconds were
extracted for A). Each of the ten audio-files wataatically annotated by PRAAT for
silent and sounding intervals, labeled as “#” allJ” (inter-pausal unit) respectively. Based
on the study by De Jong and Bosker (2013) thesl¢imreshold was set at 250ms (see



45

section 2.1.2.3.2. Pause Threshold, for more dgtadilowever, since the automatic
annotation in PRAAT cannot distinguish the voicéditferent speakers and separately
annotate their speech, the annotations of the dudgwere done by manually correcting
PRAAT's annotations. For instance, the speech\aing pauses) of interviewers was
labeled as “INT1” or “INT2” while the speech of arficipant was subjected to more detailed
annotation: for example, only silent pauses wdbpelkd as “#” and the speech sequences
without silent pause were labeled as “IPU”, bubdésighs (“laugh”), initial pauses (“Ip”
(pause at the beginning of “IPU”)) and non-Engbkgieech (“French” or “Spanish”) were
also annotated. These annotations were made intord&clude laughs or languages other
than English from the speaking time. Similarlytial pauses were marked in order to be
excluded from the general number of (within/betwgeuses. The annotated extracts were
subjected for further fluency analysis.

3.1.3.2 Vocabulary. Once the obtained answers from each participarg tyged into
the Excel document they were subjected to codimgt &f all, since the aim of the Lex30 is
to measure the knowledge of productive vocabuladyreot grammatical accuracy, the
spelling errors and errors of morphology in all d®were corrected (i.e., “cummon” to

“common”, “retein” to “retain”, “flue” to “flu”, etc.). Secondly, all proper nouns were deleted
because they cannot be assessed by any wordtiatarase. Finally, based on Appendix B
in Meara and Fitzpatrick (2000), the lemmatizatbbmesponses with certain inflectional
suffixes (i.e., “-ing” as in “writing” was lemmatz to “write”, or plural forms as in “games”
to “game”, etc.) and derivational affixes (i.enéss” as in “illness” was lemmatized to “ill”
or “-y” adjectives created from nouns as in “mes®y"mess” etc.,) was done. See Appendix
B, for the exemplification of a completed and cogeel SA test by Y.
3.1.4. Data Analysis
This section provides the description of fluenctadanalysis first and then vocabulary
analysis is presented.

3.1.4.1. Fluency. For the purposes of this study, it was decidedéasure utterance
fluency (Segalowitz, 2010) by both temporal andthésn phenomena. For example, speed
fluency was measured using three measures: ARvemtcomposite measures” (SR and
MLoR) which were found to be the best reflectorglwnges in fluency by most of the
studies (see section 2.1.2.1. Speed Fluency). sl measurements were calculated in
the following way:

1) Speech Rate was expressed as the time necésssegonds) to produce a syllable

(including pause time), and calculated as: totaét{including silent pause time)
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divided by total number of syllables in the extetsegments (8 minutes = 480

seconds).

2) Mean length of runs was calculated as: totallmemof syllables divided by total

number of runs (IPUs).

3) Articulation rate was expressed as the time ssary (in seconds) to produce a

syllable excluding pause time, and calculatedaal time (excluding silent pause

time) divided by total number of syllables in théracted segments (8 minutes = 480

seconds).

When it comes to breakdown fluency, four measureswere used, taking into
consideration frequency, location, and duratiosileit pauses (following De Jong (2016)
and Huench & Tracy-Ventura (2017): number of silgaaises within ASU, number of silent
pauses between ASU, mean length of silent paugagviSU, mean length of silent pauses
between ASU. Repair fluency was not measured sif@es been argued that it rather reflects
individual differences (see section 2.1.2.2. Rephiency). Based on Huensch and Tracy-
Ventura (2017) these breakdown measures were agdcuin the following way:

1) Number of silent pauses within/between ASU walsudated by counting the total

number of silent pauses longer than 250ms at efattte dwo locations.

2) Mean length of silent pauses within/between Af3$ calculated as: the total

length of silent pauses longer than 250ms dividethbir total number at each of the

two locations.
All calculations were done using Excel. The obtdinesults from these measures are
presented in 4. Results section.

3.1.4.2. Vocabulary. In comparison to the fluency analysis, the vocalyudamalysis
was more straightforward. Once coding was finistlédesponses were subjected to
frequency analysis in the Corpus of ContemporaryeAcan EnglishCorpus n.d.). The
responses were manually filed in the search freggueystem and then assessed due to their
frequency. The words which were located withinfilet 1,000 of most frequent words
(words from 1 to 1000) were given 0 points while thords which were located outside the
first 1,000 of most frequent words were awardeaibfp The maximum score that a
participant could theoretically obtain was 120 p®if80 cues x 4 responseghe final score
is represented as the sum of the “infrequent” goamtd also the percentage of infrequent
responses (followingitzpatrick & Meara, 2004 and Fitzpatrick, 20@7}he following

section.
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4. Results

This section will be divided into three parts: Fag in the SA context, productive
vocabulary in the SA context and interaction oéfiay and productive vocabulary in the SA
context. Each part will present and describe thainbd results.
4.1. Fluency in the Study Abroad Context

Table 4 presents the summary for the three spaeddy measures in pretest and
posttest interviews for the five participants. Amprovement in SR and AR will be visible in
a reduction of the amount of time needed to pro@dusglable, while a positive development
in MLoR will be visible in an increase of lengththie mean run score (the degree of change

in all three measures is presented in %).

Table4
Speed Fluency Results
Name: SR AR MLoR

Pretest Posttest % Pretest Posttest % Pretest Posttest %
A 0,44 0,30 -316 0,36 0,27 -25,8 6,39 13,92 1175
C 0,48 0,40 -17,6 0,36 0,33 -7,4 5,33 7,02 31,6
M 0,36 0,27 -24,5 0,28 0,24 -15 6,70 14,80 120,7
N 0,43 0,32 -249 0,29 0,27 -8,1 5,59 8,63 54,4
Y 0,34 0,25 -26,4 0,25 0,22 -14,3 6,53 15,23  133,2
M ean 0,41 0,31 0,31 0,26 6,11 11,92
SD 0,06 0,05 0,04 0,04 0,60 3,81

Noteworthy changes were found for all 5 particigantall speed fluency measures.
First of all, the time (including pausing) needegtoduce a syllable was reduced in the
posttest interviews of all participants, which me#mat SR showed positive improvement.
Moreover, the results showed that the changes sweriéar for 3 participants: M (-24,5%), N
(-24,9%) and Y (-26,4%) and to a lesser extenAf¢:31,6%) and C (-17,6%). Secondly, a
similar tendency of faster articulation (but exchglpauses) in syllable production was

found in the posttest interviews of all participartiowever, the development in AR was
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more varied than in SR for each participant. Fetance, the smallest percentages of changes
were found for C (-7,4%) and N (-8,1%), greaternges were found in the posttest
interviews of M (-15%) and Y (-14,3%), while A 68%) showed the biggest change in
AR. Finally, the biggest increase was found inldérgth of mean run for all participants,
which indicated the increase in MLoR. However, amttast to SR and AR, the post-test
standard deviation for MLOR was bigger which metirag the participants’ increase in that
measure was more dispersed. For example, althtvegbercentages of change for C (31,6%)
and N (54,4%) were bigger that any percentage iieSBept for equality with 31,6% for A)

or AR, the percentages for other 3 participantsevimmensely higher: A (117,5%), M
(120,7%) and Y (133,2%). To sum up, the changed iB measures of speed fluency were
found in the posttest interviews of all 5 particig which may suggest that fluency
developed. However, in order to state that fluesheyeloped one should also look at the
breakdown fluency results.

Table 5 presents the summary of four breakdowmtlyeneasures in pretest and
posttest interviews of the participants. A decraagbe mean length of silent pauses
within/between ASU and number of silent pausesiwi&BSU will mark the development of
fluency. When it comes to the number of silent pausetween ASU, it may be more difficult
to treat the results, because the decrease imiragure may be treated as a positive indicator
of fluency development only if the number of silpalises within ASU also decreases, while
the increase in that measure may also be treatid isame way only if number of silent

pauses within ASU also decreases.
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Breakdown Fluency Results
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Name: M.L. of SP Within M.L. of SP Between  Number of SP Within Number of SP
ASU ASU ASU Between ASU
Pretest Posttest %  Pretest Posttest % Pretest Posttest %  PretestPosttest %
A 667,49 563,27 -15,6 789,06 730,46 -7.,4 77 43 -44,1 15 28 86,6
C 867,31 538,71 -37,81267,76 767,80 -39,4 83 74 -10,8 21 21 0
M 630,36 549,46 -12,8 855,73 618,23 -27,7 109 45 -58,7 19 34 78,9
N 783,07 572,14 -26,91349,35 698,56 -48,2 108 62 -42,5 31 53 70,9
Y 647,3 535,06 -17,3737,97 585,61 -20,6 104 29 -712,1 44 42 -4,5
Mean 719,11 551,73 999,97 680,13 96,2 50,6 26 35,6
SO 102,16 15,82 286,22 76,36 15,05 17,55 11,6612,42

To begin with, the results indicate a decreaseeamiength of silent pauses within
ASU for all participants. Interestingly, the pertage of change was smaller for three
participants (A (-15,6%), M (-12,8%) and Y (-17,3%)ho made shorter silent pauses in
pretest interviews (667,49ms, 630,36ms and 647r8spectively) and higher for other two
(N (-26,9%) and C (-37,8%)) who produced the lohg#éent pauses in pretest interviews
(783,07ms and 867,31ms respectively). Such dectedge the standardization of the mean
length of silent pauses within ASU in posttestmtws, since the deviation from the mean
decreased immensely (15,82) in comparison to tetegrinterview (102,16). A similar
tendency was found in the decrease of mean lerigtiteat pauses between ASU for all
participants in posttest interviews. For examgie, gercentage of change also varied for each
participant: the smallest change was found in pesthterview of A (-7,4%) who produced
the shortest silent pauses between ASU in hergirigtierview (789,06ms), more dramatic
changes of -20,6% and -27,7% were found for N aneé$pectively who made longer pauses
(855,73ms and 737,97ms) at pre-test, while thedsgpercentages of change were found for
C (-39,4%) and N (-48,2%) who made the longeshspauses between ASU (1267,76ms
and 1349,35ms respectively). In that way the dendrom the mean also immensely
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decreased from pretest (286,22) to posttest irger{v6,36), which means that the difference
in mean length of silent pauses between ASU bedassecvident. To sum up, the decrease
in mean length of silent pause both within and leetwASU may be treated as the
development of fluency. Additionally, an interestit@ndency was found in the results of
both measures indicating that the proportion ofeiese over the SA context is higher for
those who made longer silent pauses within/betwied and lower for those who made
shorter silent pauses within/between ASU.

In contrast to the changes in mean length of spanses, the changes in the number
of silent pauses were more varied. To begin with,dercentages of change in the number of
silent pauses within ASU were quite different fack participant: from the lowest -10,8%
change for C, to higher -42,5%, -44,1% and -58,A%nge for N, A and M respectively, and
to the highest -72,1% change for Y. Contrary torttean length of silent pauses
within/between ASU, the changes in number of sifenises within ASUs did not follow the
same tendency of higher number — higher percenN@eertheless, all five participants
decreased in the use of silent pauses within ASldiwimay be treated as an indicator of
fluency development. More interesting results wietand in the number of silent pauses
between ASU. For example, the small decrease tmibkasure was found only for Y (-
4,5%); along with the decrease in the number ehsibauses within ASU this result may be
treated as an indicator of fluency developmenteslboth measures decreased. At the same
time a great increase was found for three partitgpA (86,6%), M (78,9%) and N (70,9%))
which along with the decrease in number of silentges within ASU may also be treated as
an indicator of fluency development (because whemarticipant improves, the number of
silent pauses within ASU should decrease whilentlraber of silent pauses between ASU
may increase). Finally, no change was found fo@%)(which along with the decrease in the
number of silent pauses between ASU may also heéetteas an indicator of fluency
development.

To sum up, changes that indicate fluency developmesr the SA period were found
for all 5 participants in 6 utterance fluency measythe change in number of silent pauses
between ASU formally may also be treated as arcatdr of fluency development, however
it mainly depends on the changes in number oftsganses between ASU, and may not be

treated as a separate measure).
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4.2. Productive Vocabulary in the Study Abroad Context
Table 6 presents the Lex30 results from the praie$iposttest interviews for the five
participants. An increase in productive vocabulaifybe visible in the increase of raw

scores and/or % of infrequent responses.

Table6
Lex30 Results

Score Raw Score % of infrequent responses
Participants/Time  Pretest Posttest % Pretest Posttest %

A 20 41 105 33,3 38,3 5
C 33 39 18,1 36,2 43,8 7,6
M 58 68 17,2 49,57 56,6 7,1
N 63 54 -14,2 60 46,5 -13,5
Y 47 53 12,7 41,5 44,5 3
Mean 44,2 52 51 45,9

SD 17,7 10,8 11,6 6,6

To begin with, the changes in raw score were quotarized. For example, N was the
only participant who showed a slight decreasewseore in post-SA test (-14,2%), while a
slight increase was found for three participant§1(&1%), M (17,2%) and Y (12,7%)) and
an immense increase for A (105%). In conclusioa,gfoductive vocabulary measured by
the raw scores may be said to have developeddat 4f 5 participants. The findings in the
% of infrequent responses were of similar naturgvas also the only participant who
showed a lower percentage of infrequent respomspsst-SA test which decreased by -
13,5% while the other four participants showed ailght increases (A (5%), C (7,6%), M
(7,1%) and Y (3%)). In general the results measbge® of infrequent responses indicated a
slight increase in the development of productivealulary for 4 out 5 participants.

To sum up, the changes that indicate the produgbeabulary development over the

SA period were found for 4 out of 5 participantdoth ways of scoring Lex30.
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4.3. Interaction Between Productive Vocabulary and Fluency in the Study Abroad
Context

In this section, in order to study the interacto@mtween the two constructs, the results
will be presented in one table of combined prodwctiocabulary and fluency results (except
for the number of silent pauses between ASU, becius not possible to treat it as a
separate measure) for each participant. The chaidgbe same degree for most measures of
productive vocabulary and fluency may signal theala development between the two
constructs. Table 7 presents fluency and produstieabulary results obtained from A.

Table7
Utterance Fluency and Productive Vocabulary RedoltsA

A
Measure/ Time: Pretest Posttest %
SR 0,44 0,30 -31,6
AR 0,36 0,27 -25,8
MLoR 6,39 13,92 117,5
M.L. of SP within
ASU 667,49 563,27 -15,6
M.L. of SP between
ASU 789,06 730,46 -7,4
Number of SP within
ASU 77 43 -44,1
Raw Score 20 41 105
% of infrequent 33,3 38,3 5

responses

When analyzing the results obtained from A, on lozied one may refer to the greater
fluency changes in SR (-31,6%), AR (-25,8%), MLdR{,5%) and number of silent pauses
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within ASU (-44,1%) and greater productive vocabylehanges in raw scores (105%) and
argue that there may be an interaction betweetwtheince they show parallel
developmental trajectories. However, when addiregatiher measures, for example the slight
changes in % of infrequent responses (5%) and eegth of silent pauses between ASU (-
7,4) which contradict the other measures, the dgweéntal trajectories become less similar.
To conclude, both productive vocabulary and flueresults showed changes of different
degrees and thus they did not show parallel dewatopal changes in data of A.

The results of fluency and productive vocabuldrtamed from C are presented in
Table 8.

Table8
Utterance Fluency and Productive Vocabulary Redolt<C

C
Measure/ Time: Pretest Posttest %
SR 0,48 0,40 -17,6
AR 0,36 0,33 -1,4
MLoR 5,33 7,02 31,6
M.L. of SP within
ASU 867,31 538,71 -37,8
M.L. of SP between
ASU 1267,76 767,80 -39,4
Number of SP within
ASU 83 74 -10,8
Raw Score 33 39 18,1
% of infrequent 36,2 43,8 7,6

responses
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The provided results are also difficult to compé&rer. instance, the changes in two
productive vocabulary measures (raw score ((18d%d)% of infrequent responses (7,6%))
and three fluency measures (SR (-17,6%), AR (-7 @3d)number of silent pauses within
ASU (-10,8%)) may be considered rather low in congoa to moderate changes in the other
3 measures of fluency (MLoR (31,6%), mean lengtkileht pauses within (-37,8%) and
between (-39,4%) ASU). Therefore, due to the flaat tifferences of the same degree were
found for two productive vocabulary measures arlg fom the half of fluency measure
(which means not for majority), it is hard to coon#hem to the interaction of the mentioned
constructs.

Less ambiguity was found in the results obtainechfivl presented in Table 9.

Table9
Utterance Fluency and Productive Vocabulary Redoitdv

M
Measure/ Time: Pretest Posttest %
SR 0,36 0,27 -24.5
AR 0,28 0,24 -15
MLOR 6,70 14,80 120,7
M.L. of SP within
ASU 630,36 549,46 -12,8
M.L. of SP between
ASU 855,73 618,23 -27,7
Number of SP within
ASU 108 62 -42,5
Raw Score 58 68 17,2
% of infrequent 49,57 56,6 7,1

responses
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The similar slight changes in raw score (17,2) @ndf infrequent responses (7,1) for
productive vocabulary and slight changes in AR Xdrtd mean length of silent pauses (-
12,8) for fluency are not sufficient to state thhaéncy and productive vocabulary show the
parallel developmental trajectories, because therdour fluency measures showed either
moderate (SR (-24,5), mean length of silent pabséseen ASU (-27,7) and number of
silent pauses within ASU (-42,5) or immense (MLAR(,7)) changes. To conclude, no
interaction between productive vocabulary and fayanas found for this participant.

More interesting results, presented in Table l&rewound for N.

Table 10
Utterance Fluency and Productive Vocabulary RedoitN

N
Measure/ Time: Pretest Posttest %
SR 0,43 0,32 -24.9
AR 0,29 0,27 -8,1
MLOR 5,59 8,63 54,4
M.L. of SP within
ASU 783,07 572,14 -26,9
M.L. of SP between
ASU 1349,35 698,56 -48,2
Number of SP within
ASU 108 62 -42,5
Raw Score 63 54 -14,2
% of infrequent 60 46,5 -13,5

responses

The results collected from N are the most strafgh#rard to discuss. Since the
changes in both raw score and % of infrequent resgindicate the decline of productive

vocabulary while all 6 measures of fluency indicdie opposite (development of fluency).
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Therefore, no discussion about parallel trajecsosied thus about the interaction may be
required a priori.

The results obtained from the last but not leagigiant Y are presented in Table 11.

Table11
Utterance Fluency and Productive Vocabulary Redoity

Y
Measure/ Time: Pretest Posttest %
SR 0,34 0,25 -26,4
AR 0,25 0,22 -14,3
MLoR 6,53 15,23 133,2
M.L. of SP within
ASU 647,3 535,06 -17,3
M.L. of SP between
ASU 737,97 585,61 -20,6
Number of SP within
ASU 104 29 -72,1
Raw Score 47 53 12,7
% of infrequent 41,5 44,5 3

responses

The results obtained from Y are similar to the hsswom M, that is to say that the
slight changes in both raw score (12,7%) and %foéguent responses (3%) and the slight
changes in AR (-14,3%) and mean length of silenspa within ASU (-17,3%) are not
enough to indicate parallel developmental trajeetobetween productive vocabulary and
fluency, because the other four fluency measurewst either moderate (SR (-26,4%) and
mean length of silent pauses between ASU -20,6%))gh changes (MLoR (133,2%) and
number of silent pauses within ASU (-72,1%)).
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To conclude, based on the results obtained frorivallparticipants, the changes in
productive vocabulary did not show parallel develeptal trajectories with oral fluency over

an academic year in the SAntext for any of the participants.

5. Discussion

This paper examined the changes in productive wdaah fluency and their
interaction over an academic year in thec®text. The findings of the study will be
discussed in the following paragraphs.

The first research question focused on changesairfloency over an academic year
in the SA context. Fluency results showed greaelbgment in all measures for all
participants, which allows us to conclude and amsghe Research Questidil in the
following way:the comparison of pretest and posttest intervievie 7 utterance fluency
measurements showed an increase of fluency overi@sspent in the SA context.

The findings of this study are in line with the yicus research (Huensch & Tracy-
Ventura, 2017; Llanes & Muiioz, 2009; Leonard & St 7; Mora & Valls-Ferrer, 2012;
Towell, et al., 1996) showing the development oéficy over the SA experience, despite a
number of differences. For instance, the presewtystiffered from the previous ones in the
number of participants (5 in comparison to 30,39in the studies by Mora & Valls-Ferrer
(2012), Leonard & Shea (2017) and Huensch & Traep\ra (2017) respectively) and the
size of a corpus (8 minutes of speech from eadhcpgant in comparison to 1,5 minute of
speech from each participant in Leonard and She&h7{2or 9,5 hours of talk in Huensch and
Tracy-Ventura (2017). The way of data collectiornyrhave also influenced the results. For
instance, the participants in both Towell et 89@) and Huensch and Tracy-Ventura
completed a story retelling task, while the papieits in the present study were engaged in a
semi-guided interview. When it comes to the fluenmasurements, the development of
fluency measured by three speed fluency measuRRsAR and MLoR) was in line with all
of the above-mentioned studies, while the resutisforeakdown fluency measured with an
emphasis on location of pauses (mean length oftq@uses within/between ASU and
number of silent pauses within/between ASU) alsticeted the development of fluency as in
the studies by Leonard and Shea (2017) and Huemstfracy-Ventura (2017), and
confirmed the reliability and need for pause lamatmeasures. The three breakdown fluency
measures (mean length of silent pauses within/EFtwSU and number of silent pauses
within ASU) reflect not only the general change$lurency but allow understanding the

nature of pauses. Based on Skehan, Foster, and, $2QMh6), one may argue that the
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decrease in mean length of silent pauses within ABdJor number of silent pauses within
ASU in this study may be treated as decrease gthesr number of pauses in Levelt’s
(1989) formulation and/or articulation stages whiecbans that the participants stopped less
within ASU to search for a forgotten word, gramroatiform or pronunciation (micro-
planning). Similarly, the decrease in mean lendtsilent pauses between ASU in this study
may reflect the decrease in the length of pausksvelt's (1989) conceptualization stage
which means that the participants stopped lessdestwSU to search for new ideas (macro-
planning). Needless to say that the findings frobmlast breakdown fluency measure (the
number of silent pauses between ASU) may alsodageid as reflection the changes in
conceptualization stage, however due to the fatttths measure fully depends on the mean
length of silent pauses between ASU, more resesdrgtld be done in order to establish this
measure as a separate one.

The second research question focused on the chamgesductive vocabulary over
an academic year in the SA context. The produstbgabulary results indicated slight
development for 4 (out of 5) participants in twoaseres, therefore one may conclude and
answer Research Questiy¢? in the following waythe comparison of pretest and posttest
interviews in both scoring measures of Lex30 shoaredcrease of productive vocabulary
over a period spent in the SA context.

The study by Fitzpatrick (2012) will be used instdiscussion as the most similar
study to the present one, since it measured provguabcabulary with the Lex30 test.
However, the study by Fitzpatrick (2012) was a cdady of only one participant and used a
less usual scoring procedure for Lex30 (hemnber of responses given at each test time,
occurrence of affixes, number of cue words respdndgpercentage of native speaker-like
responses, number of collocational responses efailg the present study was based on 5
participants and raw scores and percentage ofguéna responses for Lex30. Additionally,
the main goal of the Fitzpatrick study was the mear®ent of changes in productive
vocabulary at various points during the SA periddlevone of the main goals of the present
study was the measurement of changes in produatie@bulary over the SA. Nevertheless,
the results from both studies indicated developroéptoductive vocabulary over the SA
period. Similarly, the findings of this study areline with other previous studies which
measured productive vocabulary with different téstsslation tests (Ife et al., 2000;
Jiménez-Jiménez, 2016y Guiraud’s Index of Lexical Richness téisara, 2014 Serrancet

al., 2012)and alsshowed the development of productive vocabulary twe SA context.
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The final research question focused on the intenadtetween productive vocabulary
andoral fluency over an academic year in the @Atext. The present stubased on the
comparison of productive vocabulary and fluencyitssobtained from five participants
found only slight changes in productive vocabulahyle oral fluency showed greater or
immense changes over an academic year in theoG#ext, thereforene may conclude and
answer Research Questit8 in the following waythe comparison of the changes in
productive vocabulary and fluencyposttest interviews did not show parallel developtae
trajectories over an academic year in thecBAtext.

These findings are contrary to the findings ofanéy similar study by McManus et
al. (2021) who found “significant and long-lastirejationships between fluency and lexis”
(p.25) and also to four other studies which wergeldanot in the SA context (De Jong et al.,
2012; Koizumi and In’nami, 2013; Uchihara & Sai#®16). Therefore, one may argue that
the results may be influenced by one or severtdraifices between the studies. For example,
one of the differences may be the SA context itsgtice the three above-mentioned studies
found interaction of different degrees between botary and fluency in other contexts. The
number of participants may be another differene¢ ¢buld have influenced the results, since
the data from previous studies was based on a gnectter number of participants (i%§
participants in McManus et al. (2021), 181 in Dagdlet al. (2012), 224 in Koizumi &

In’nami (2013) and 39 participants in Uchihara &it842016). The method of the
vocabulary measurement may also be the reasomtfdicting findings, for example, De
Jong et al., (2012), Koizumi and In’nami (2013) ancdManus et al. (2021) used other
productive vocabulary tests: PVLT, L1-L2 translasand VocD command in CLAN
respectively; while although Uchihara and Saital@Qalso used Lex30 tests, they measured
fluency only with one measure (speech rate) in @mpn to the six measures in the current
study. Additionally, the methods of fluency datdlection may be another major reason of
differences, since the current study was the ong/to use the interviews which allow for
more natural conversations while the previous stidiere mainly based on more artificial
monologue tasks: De Jong et al. (2012) used ralg-{whonologues) speaking tasks, Koizumi
and In’nami (2013) used monologues and picturesgegm tasks, Uchihara and Saito
(2016) used a series of picture description taskisMcManus et al. (2021) used picture-
based narrative. To conclude, the differencesndirfigs of the current study and previous
studies indicate that more research using differethods needs to be done in order to find
out more profound findings on the interaction betweroductive vocabulary and fluency in
the SA context.
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6. Limitations of the Study and Implications for Future Research

The reported results from this study should be icened in the light of some
limitations. First of all, although the corpus bétstudy (eight minutes from each interview)
was quite large, the limitation consisted in thigedence of quality in eight minutes for each
participant. For example the eight minutes weresehdecause it was the shortest speaking
time produced by M in Time 1, however although gteduced less speech she was more
talkative towards the end, while for example N wab® more talkative at the end of the Time
1 interview, but since only first eight minutes @é&ven produced by N) were chosen, the last
three minutes were not included. Therefore, smédiebigger in other corpora) but more
balanced corpus may be used in future studies.n8ggcdhe rules for ASU division were
based on Foster et al. (2000) and further develégetthe purposes of this study, while there
is a need for further development and establishmoiemiore detailed general rules which can
be used in future studies. Thirdly, although it vimend that the difference between written
and oral versions of Lex30 was rather not signifiq€lenton, 201} it would be more
logical to use the oral version of the test wheseaeching on the interaction of oral
productive vocabulary with other oral skills. Addially, other productive vocabulary tests
may also be used in order to check the interaetitim fluency, in other ways, similarly other
fluency measures may be used in future researnhlly;ithe inferential statistics may be
applied to show more precise and valid resulteassof the descriptive statistics in future
studies.

7. Conclusion

The present study has sought to fill gaps and elxtes body of research on the
relationships between productive vocabulary anerity in the SA context. This paper
investigated how fluency and productive vocabutdrgnged over the SA period and then
compared their results to find out the possibleranttion between the two constructs in the
SA context.

This paper provided a lot of theory related to \mdary, fluency and the SA context,
and described the methodology of the study, bgfoesenting and discussing the results. The
results indicated fluency development over the $Aaal for all participants in all measures.
Productive vocabulary analysis showed less unarsmesults, since the development over
the SA period was slight in both measures and famly¢ participants. Finally, the

comparison of slight changes in productive vocatyulesults and greater changes in fluency
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results did not show parallel developmental trajees and therefore the interaction between
the two constructs was not found.

Nevertheless, there is still a need for furtheeaesh which means that more studies
using various measurements, data collection methpzatscipants of different proficiency,
etc., should be conducted in order to contributidaéoresearch in this direction and confirm

or deny the findings of this study.
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Exemplification of a Completed and Not Coded LeX&3t by Y in pre-SA Experience

Cue Responses

1. attack bomb terrorist nightmare awful

2. board class pupil hotel writing

3. close open door mouth shop

4. cloth wear pants textile protection
5. dig soll ground agriculture earth

6. dirty clean rubbish insalubrious messy

7. disease illness sick sore throat medecine
8. experience novelty personal travel awesome
9. fruit passionfruit banana vegetable pomegranate
10. furniture rug desk room cupboard
11. habit custom conservatory traditional time

12. hold paper secret pencil tight

13. hope magic persevere stars life

14. kick mean rugby football ball

15. map geography travel freedom Turkey
16. obey order submission respectful good

17. pot melting cultures difference -
18. potato tomato vegetable yellow heavy

19. real fake realistic hard suffer

20. rest vacation good breathe lay
21.rice india China Japan -
22. science respect awesome philosophy brain

23. seat chair down movie -
24. spell word sorcerer witch potion

25. substance drug toxic unknown colour

26. stupid intelligent poor meannes inferiority
27. television stupid games politics waste

28. tooth toothpaste fragile tongue white

29. trade commerce economics exchange world



30. window door room

house

wind
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Note: “—" was used to mark the absence of the mespo
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Exemplification of a Completed and Coded Lex30 TgsY in pre-SA Experience

Cue Responses

1. attack bomb terrorist nightmare awful

2. board class pupil hotel WRITE

3. close open door mouth shop

4. cloth wear pants textile protection
5. dig soll ground agriculture earth

6. dirty clean rubbish insalubrious MESS

7. disease ILL sick sore throat medecine
8. experience novelty personal travel awesome
9. fruit passionfruit banana vegetable pomegranate
10. furniture rug desk room cupboard
11. habit custom conservatory traditional time

12. hold paper secret pencil tight

13. hope magic persevere STAR life

14. kick mean rugby football ball

15. map geography travel freedom —(P/N)
16. obey order submission respectful good

17. pot MELT CULTURE difference -
18. potato tomato vegetable yellow heavy
19. real fake realistic hard suffer

20. rest vacation good breathe lay
21.rice —(P/N) —(P/N) —(PIN) -
22. science respect awesome philosophy brain
23. seat chair down movie -
24. spell word sorcerer witch potion

25. substance drug toxic KNOW colour

26. stupid intelligent poor MEAN inferiority
27. television stupid GAME politics waste

28. tooth toothpaste fragile tongue white

29. trade commerce economics exchange world
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30. window door room house wind

Note: 1) Lemmatized words were marked by capitibma 2) Proper nouns were marked “—
(P/N)” and excluded from calculations. 3) “~” wased to mark the absence of the response.



