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Abstract

More and more contributions in Environmental Economics put forward the pressing ne-
cessity of incorporating realistic representation of ecological systems to adequately tackle
the sustainable development question. In this regard, it seems primordial to extend dynamic
optimization models into spatial settings, as the spatial dependency is embedded in a vast
array of economic and environmental problems. However, standard macroeconomics mod-
els have for long restricted their attention to time. Recently some authors have tried to
extend economic models to incorporate a spatial dimension in order to describe in a more
realistic manner the world’s economic and environmental problems. Although encouraging,
these attempts have been restricted for the main part to an abstract, essentially featureless,
approach of space in one dimension, without accounting for natural and geographical factors.

The aim of this master’s thesis project is thus to build on the recent theoretical devel-
opments made in the spatial growth literature to study dynamic pollution management in
two-dimensional stylized geographical settings, with appropriate and realistic descriptions of
economic and environmental interacting systems. Focusing on the impact on health of pol-
lution from industrial sources, we will take into account its transport and diffusion through
air, soil or water to study the role of geography in the process of sustainable development
and to explore the design of spatially dependent regulation in an optimal control problem.
This work is thought as a combination of theoretical developments, numerical treatment and
empirical applications, solving the model in typified illustrative examples as well as in the
context of real world regions with polluting activities.
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1 Introduction
The relationship between economic growth and environmental pollution has been extensively
studied in the academic literature and remains a pressing issue. While it is recognized that
economic activities are an important determinant of environmental degradation, the design of
policy interventions to reduce the accumulation of pollution and ensure, if possible, a sustain-
able economic development requires careful investigation. In this regard, recent contributions in
environmental economics emphasize the crucial importance of incorporating realistic represen-
tation of ecological systems if one wants to properly account for the interconnection linking the
economy and the environment. However, the standard macroeconomics models that have been
used in the economic literature to study economic and environmental dynamics have restricted
their attention to the temporal dimension, although the spatial dependency is embedded in a
vast array of economic and environmental problems. This raises the need to extend dynamic
optimization models into spatial settings, in order to describe in a more realistic manner the
world’s economic and environmental problems, including questions related to the geographic pat-
terns of pollution exposure and their evolution through time, yet unaddressed. This approach
is particularly relevant for a variety of environmental issues in which the transport phenomena
are critically important, among which pollution management, because, in accordance with its
physical characteristics, the stock of pollution in a specific location is strongly affected by the
emissions generated in others. Although it spares several mathematical challenges, overlooking
these transport effects amounts to ignoring the impact of one’s actions on all agents located in
different sites, thus potentially leading to inaccurate prospects for sustainability. The consider-
ation of geographical aspects then yields a renewed and more complex picture of the sustainable
development problem, allowing to reduce the regulatory inefficiencies that arise from ignoring
the spatial interactions of production and pollution in the design of optimal policies.

Numerous contributions pertaining to the New Economic Geography literature have been
dedicated to study the drivers of the organisation of economic activities across space and its
consequences. More recently, a strand of literature on spatial economic growth models has ad-
ditionally introduced capital accumulation and analyzed the effects of spatial diffusion (of pro-
duction factors or technology) on economic growth in a continuous space structure (see among
others Brito (2004), Zou and Camacho (2004), Camacho et al. (2008), Brock and Xepapadeas
(2008), Capasso et al. (2010),Boucekkine et al. (2009, 2013a, 2018),Fabbri (2016)). Concurrently,
some attempts have been made to bring together the macroeconomic geography literature and
the sustainable development debate by examining the role of the spatial dimension in envi-
ronmental and resource economics problems specifically. Notable examples can be found in
Brock and Taylor (2010); Brock and Xepapadeas (2010); Brock et al. (2014), Camacho and
Pérez-Barahona (2015), Desmet and Rossi-Hansberg (2015), La Torre et al. (2015), Marsiglio
et al. (2019) or Augeraud-Véron et al. (2017, 2019b, 2021). The common characteristic of these
problems with spatio-temporal dynamics is that the state equations are described by partial
differential equations (PDEs). Accordingly, these contributions converge to show that technical
difficulties quickly arise when considering an optimization problem over space and time (see
Boucekkine et al. (2013b) for instance, discussing the emergence of ill-posed problems in this
type of setting, and Augeraud-Véron et al. (2019a) for a review of new mathematical research
lines associated to the specificities of spatially structured optimal control problems in Envi-
ronmental Economics). It is undoubtedly for these reasons that most contributions consider a
simplified and unique spatial dimension. This representation remains essentially abstract, tak-
ing away the relevance and the meaningfulness of the non-homogeneous and patterned nature of
geography, in particular that of the natural environments in which economic systems are embed-
ded. Therefore, this dissertation aims at contributing to these growing strands of literature by
extending existing approaches to propose a benchmark framework to study a spatial economy
with pollution transport in continuous time and two-dimensional space, with spatially variable
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geographical and economic elements. More specifically, we will look into the role of geography
in the process of sustainable development in a context of point-source production-induced pol-
lution where environmental quality feeds back on economic opportunities through the health of
the labor force.

The consideration of the labor production factor in spatial economic growth model is in
reality extremely rare in comparison to physical capital. An interesting exception can be found
in Marsiglio et al. (2019), in which the authors consider a simple macroeconomic model with a
spatial dimension and show that neglecting the mutual relation of population and pollution on
one hand, and overlooking spatial externalities on the other, together leads to overly optimistic
prospects for sustainability. Although we will be interested in similar topics, the latter contribu-
tion is not the most closely related to ours. Our model partly builds on La Torre et al. (2015),
which analyzes the spatio-temporal dynamics of pollution and capital in an economic growth
model with economic and abatement activities, financed through environmental taxation. The
authors develop and study both a Solow-type framework and a Ramsey-type problem. The
analytical tools that will be used in the following however brings us closer to Boucekkine et al.
(2009), which lays the foundations of the Spatial Ramsey model, and subsequently, Camacho
and Pérez-Barahona (2015). The latter studies an optimal land use problem with environmental
degradation as a spatial, local and global, externality, putting forward the emergence of rele-
vant spatial patterns even in one dimension and the role of the abatement technology for the
existence of a sustainable equilibrium. Similarly, Augeraud-Véron et al. (2017, 2019b, 2021) an-
alyze the control of groundwater pollution from agricultural activities. Their model unfolds in a
very comprehensive hydrogeological state equations system in 3D accounting in a rigorous and
detailed way for soil heterogeneity. Their treatment is essentially analytical and more complex
than the scope of this dissertation, but we share the underlying goal to highlight the sensitivity
of this type of problems to geographical elements. Their contributions also has the originality to
account for both advection and diffusion, while almost every related work only consider diffusion
in the pollution transport phenomenon, as we will come back to when presenting our model,
featuring both types of transport mechanisms.

Solution methods and tools for the qualitative analysis of the type of models developed in
the following mostly rely on the application of the classical Pontryagin maximum principle to
derive necessary conditions, and on mathematical results from the literature on the control of
partial differential equations (one can again refer to Augeraud-Véron et al. (2019a) and Brock
et al. (2014) for a presentation of relevant tools). The procedure generally leads to systems
that cannot be solved analytically, except by making restrictive functional form assumptions.
Thus, to illustrate the richness of the model and to consider applications to realistic geographical
settings, we will rely on numerical simulations. Accurate and stable algorithms were developed
in the course of this master’s thesis project to solve and simulate the PDEs and the optimal
control problems at hand in the most insightful and reliable way.
The objectives of studying the spatio-temporal dynamics of production, ”healthy” human capital
and pollution in such economic growth model are plural. Broadly, the underlying question is
to determine in which cases the society we are modelling is able to deal with its pollution
problem, given the significance of each source of spatial heterogeneity and the design of policy
interventions Policy implications for territorial development and land settlement considerations
are to be explored as well, in terms of the relative arrangement of agglomerations and industrial
centers, for instance.

The present dissertation is thus thought as a combination of theoretical analysis and com-
putational methods, as well as empirical applications of the model to some real-word context,
with their own demography and geography.

All in all, this work can therefore be thought as an illustration of why geography matters
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for the sustainable development issue in environmental and resource economics, relying on a
spatially structured economic model applicable to real geographies, and more generally, as an
effort to develop tools to tailor socio-economic and environmental policies to the spatial context.

The dissertation is organized as follows. Section 2 presents the structure and the assump-
tions of the model. Section 3 characterizes the behavior of the model by means of numerical
simulations, in a Solow-type framework. The role of the determinant factors of the model is
explored and the application of the model in several realistic/real case studies is proposed. Sec-
tion 4 then extends the setting to an optimal control problem and provides theoretical findings.
Section 5 illustrates the spatio-temporal dynamics in the Ramsey-type model, picking up on the
examples developed beforehand. Finally, Section 6 presents some concluding remarks. Proofs
and technical details about the numerical scheme are provided in the appendix section.

2 A model of industrial pollution with spatial transport
This section presents the theoretical framework that was developed over the course of this re-
search project. It builds on the developments made in the contemporaneous economic literature
on spatial economic growth models in an effort to design a model that allows to represent a vast
array of realistic problems and spatial configurations. In this regard, we will extend existing
approaches to cases with two-dimensional spatial regions and spatially varying coefficients (for
diffusivity, productivity, etc. . . ). Except in the work of Augeraud-Véron et al. (2017, 2019a,
2021), these two aspects are usually discarded to avoid technical complications, but they are
primordial to be able to represent meaningful spatial distribution patterns (for population, pro-
duction and pollution) and to allow the application of the model to some real world contexts,
which is also a further originality of our work in this literature.

Focusing on the impact on health of pollution from industrial sources, the objective is then
to include into the economic model an explicit modeling of the spatio-temporal dynamics of the
pollution transport process. Namely, as described in the following, we will use a spatial growth
model in which production uses labor and generates revenues but also pollution, harming the
human capital (i.e. health) and spreading over space, according to the hydrogeological proper-
ties of the environment at study and its spatial heterogeneity.

Consider a continuum of locations along a two-dimensional region R ⊂ R2. We assume that
R is a bounded and connected real set and is a quarrable domain of the xy-plane. For simplicity,
we will assume that R is a rectangular region: R = [X1, X2]× [Y1, Y2].
Each location has a given population density h(x, y, t), where h is an integrable and strictly
positive function such that

∫∫
R h(x, y, t) dx dy = 1. Note that we allow h to be time-dependent

for the sake of completeness, but we will not deal with population growth or migration in the
present report and we leave these cases for future research.

There exists a unique consumption good which is produced using labor. The revenue from
production is devoted to two different activities: consumption c and pollution abatement u. We
denote by F (·) the production function, which is the same in each location and satisfies the
following standard assumptions:

(A1) F (·) is non-negative, increasing, concave, its first and second derivatives exist and are
non-negative and it verifies the Inada conditions, that is:
F (·) ∈ C2, F (0) = 0, F ′(·) > 0, F ′′(·) ≤ 0, lim

s→0
F ′(s) = +∞, lim

s→+∞
F ′(s) = 0.

Local pollution comes directly from the production of the consumption good, which is distributed
across the region R according to a given distribution f(x, y, t), with

∫∫
R f(x, y, t) dx dy = 1. The
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inclusion of the functions h and f will allow to study the effect of spatial patterns in industrial
and urban territorial organization in this type of model, in relation to their concentration for
instance. In most of our simulations and because it is generally observed to be the case in reality,
we will indeed think of the productive activity as clustered, that is, not uniformly distributed
across space, which means that the model can feature persistent spatial heterogeneity as a con-
sequence of the industrial distribution only. Making sense of the location of economic activity
and, more specifically, of its agglomeration has been a popular strand of literature in Economic
Geography, which has tried to rationalize the emergence of industrial clusters by cost savings
and efficiency motives (Marshall, 1920) or economies of scale (Krugman, 1991). Note however
that in this model we will consider industrial density as given and will not try to account for
the potential forces behind existent patterns. Nevertheless we can point out that, while popu-
lation density has received somewhat more attention, the spatial distribution of the productive
activity has been ignored in almost every problem similar to ours in the literature1. It is gen-
erally assumed that each point in space can produce and does so with its own resources, which
seems like an unlikely assumption, except in the specific case of an agricultural economy. In the
present model, human capital enters the production function as an aggregate, where each point
is weighted by population density, health and distance, taking into account that the location
of the industry influences the size of the labor force it is able to attract but also the spatial
distribution of pollution discharges (according to f). Typical situations to be represented in
this model would be regions2 where a major industrial sector can be identified, concentrating a
significant part of revenues and employment within the area, and is known to be an important
source of pollution through discharges or emissions.

We assume that each unit of production generates θ unit of pollution. This parameter thus
can be thought as a measure of the environmental inefficiency of of the production process.
Namely, we assume that pollution generation increases linearly with production at a constant
rate θ. In turn, pollution feeds back on the economy by lowering the level of output through the
effect on health (assimilated as a decrease in the human capital available for production or, in a
close interpretation, as a decrease in labor productivity). Therefore, a local increase in output
increases the wealth of the economy but also tends to rise the stock of pollution in the whole
region because the contaminant travels across space.
The transport model we use, although it is inspired by the famous Gaussian plume atmospheric
dispersion model, can encompass a variety of situations of air, water or soil pollution3 ruled
by a reaction–diffusion–advection equation. The latter describes the transport of a mass (or
concentration) of pollutants particles being emitted punctually (in space and time) and trans-
ferred inside the physical system due to the combination of two processes: diffusion, driven by
a quantity gradient (Fick’s law), and advection, which refers to the movement of the material
induced by the motion of the surrounding fluid (typically, a river flow, current, wind). Since
the first contributions to the spatial growth literature (Brito (2004),Zou and Camacho (2004),
Brock and Xepapadeas (2008, 2010)), such directional advective effects have almost always been
discarded to focus on diffusion, which may be suited for economic growth model with capital
mobility, migrations or technological diffusion, but less so for pollution models, as the transport
of pollution in a real environment usually results from a combination of diffusion and advection.

1To my best knowledge, the only exception are Boucekkine et al. (2018) where spatial distributions for technol-
ogy and population are introduced, and the inclusion of a static "proximity" externality with close interpretation
in La Torre et al. (2015) and related contributions Aniţa et al. (2013, 2015), in the form of a kernel function.

2The exact spatial scale to be covered and its perimeter, whether it is determined by administrative boundaries,
a whole water basin, or geographical specificities, is to be chosen accordingly to each problem’s characteristics
and depending on boundary conditions.

3The initial formulation of the problem essentially refers to point-source pollution, because we consider the
productive activity to be concentrated in the form of one or several industrial centers, as it is usually observed in
reality. However, an application to agricultural non-point source pollutants could be envisioned in future research.
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Hence, the dynamics of pollution at location (x, y) and at time t, p(x, y, t), are given by the
following second-order partial differential equation (PDE) of parabolic type:

pt = θF (H)f(x, y, t) +∇ · (D∇p)−∇ · (V p)− δp−G(u) 4 (1)

= θF (H)f(x, y, t) + ∂

∂x

[
Dpx

]
+ ∂

∂y

[
Dpy

]
− ∂

∂x

[
v1p
]
− ∂

∂y

[
v2p
]
− δp−G(u)

= θF (H)f(x, y, t) +D(pxx + pyy) +Dxpx +Dypy − (v1px + v2py)− p(v1x + v2y)− δp−G(u)

where δ = δ(x, y, t) is the rate of natural decay, through absorption or chemical reactions for
example, and G describes the abatement technology, which is assumed to satisfy the same con-
ditions as F (·), gathered in (A1), with, in particular, G′(·) > 0, G′′(·) ≤ 0.

D = D(x, y, t) is a local diffusion coefficient and the term ∇· (D∇p) corresponds to the diffusion
process, inducing pollution to flow from highly polluted areas to low p areas, that is according
to a quantity or concentration gradient, hence the presence of second order partial derivatives.

The advective effect appears in the term ∇ · (V p), where V =
(
v1(x, y, t)
v2(x, y, t)

)
contains the coef-

ficients describing the velocity field that the quantity is moving with in each direction. These
terms together provide a net balance of the evolution of the pollution stock, at the (x, y) point
in space, as a result of in and out flows.
Notice we consider spatio-temporally dependent diffusion and velocity coefficients, which is rarely
the case in the economic literature but crucial from a geophysical point of view to account for
inhomogeneities in the physical medium, whether it is air, soil or water, and thus to provide more
flexibility for the model to describe various real world contexts. There exist various examples
in which spatially dependent coefficients would be useful to provide an appropriate description,
such as: regions exhibiting pressure variations (relevant for the dispersion of greenhouse gases),
soil heterogeneity, hence varying diffusion potential according to soil types, or a multiple-aquifer
system with cell-specific interconnections. Variable velocity coefficients are necessary to repre-
sent a hydrogeological network or merely a water stream that do not span the entire region, but
also to introduce temporal variations in climatic conditions for example, affecting wind and river
flows. We will also exploit these coefficients to depict physical barriers to pollution transport
like mountain ranges or artificial buffer zones.

Finally, the term θF (H)f(x, y, t) in Equation 1 corresponds to the production external-
ity and is a reaction variable in the sense that it is itself a function of current pollution
because the latter impairs the human capital H available for production, hence impacting
the current production and emission levels. Notice also that it is multiplied by the density
function f(·) to account for the in-homogeneous distribution of production across space (with∫∫
R θF (H)f(x, y, t) dx dy = θF (H), the total emissions).

Thus, in this setting, new pollution only originates from production while in reality, especially
in contexts of rapid urban development, population can be seen as a driver of pollution in itself,
which we may have included in an additional source term as a function of distribution h. We
choose however to focus the present study on the pollution dynamics associated to the industrial
activity, as the effect of households’ behavior would be limited anyway since we have excluded
cases with migration or other population dynamics and it is not obvious how to model the link
between one individual’s health and emissions when she is assumed to be spatially immobile.

The production function writes F (H) = BHα where B = B(x, y, t) is the total factor productiv-
ity at point (x, y, t) and H is the total human capital used for production in the single industry,

4The symbol ∇f =
(
∂f
∂x

∂f
∂y

)T represents the spatial gradient of a scalar function f : R → R and the symbol
∇ · f = ∂f1

∂x
+ ∂f2

∂y
represents the divergence of a vector function f = [f1, f2] : R→ R2.
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defined as:
H(t) =

∫∫
R
φ(p(x, y, t), h(x, y, t), x, y) dx dy (2)

Pollution reduces the level of output through the damage function φ, that represents the de-
crease in the productivity of labor due to pollution exposure at the location of workers. In our
setting, the dependence of φ on h,x and y in addition to p is meant to represent the unequal
importance of each location in the firm’s labor force, not only because of their varying health
but also in relation to the population density, availability and potentially other characteristics.
One could think for example of discounting the contribution of populations that are located far
away from the firm, as healthy as they might be, because they are more tired or less willing to
work due to commuting.
We further assume φ to be a smooth function, twice differentiable with respect to p, and char-
acterized by:

(A2)


φp(·) < 0, φh(·) > 0,
φ(p, h, x, y) = h(x, y, t)L(x, y) when p(x, y, t) = 0,

lim
p→+∞

φ(p, h, x, y) = 0.

where L(x, y) can be included as a discount factor, inversely proportional to the distance of
point (x, y) to the production area.

Two elements are worth commenting in this formulation. First, the impact of local pollution
on local health is contemporaneous, which is a simplifying assumption that obviously fits some
types of pollution better than others. Namely, the health capital at one point in space is not
instantaneously affected by the pollution generated or accumulated in other points in space but
it depends immediately of the pollution stock prevailing locally and contemporaneously; in other
words, there is no distinction between the time of exposure and the time of damage. This means
that, while we do account for delays in the pollution stock accumulation dynamics in an explicit
and precise way in accordance to the transport process, we discard cases in which impacts on
health only arise after a certain duration of exposure to pollution. The opposite would require
associating an additional PDE for health spatio-temporal dynamics to the initial problem or
including a delay in the model’s equation, which yields mixed-type equations (functional differ-
ential equations) that are much more complex to deal with, as shown by the extensive delayed
optimal control literature.
Second, we can notice that we deal with a PDE that is perturbed by an integral term, in the form
of H as defined in Equation 2, which brings our problem and its treatment closer to La Torre
et al. (2015), Aniţa et al. (2013, 2015) and Camacho and Pérez-Barahona (2015). This type of
integral terms is generally presented as a "non-local" term in the sense that it linked the emission
flows at each location to one another, outside of considerations related to the transport process.
For instance, Camacho and Pérez-Barahona (2015) study the impact of global versus local pol-
lution by having both aggregate and local pollution entering the damage function as arguments.
In La Torre et al. (2015), production has a disproportionate direct impact on neighbouring spa-
tial locations (a proximity, static externality) in addition to affecting future pollution for all
locations through diffusion. Our setting however slightly differs because, as each location does
not engaged in its own production as we have previously discussed, there is no local pollution
externality per se. But the local stock of pollution does impact every location’s pollution flows,
firstly because pollution travels across space over time but also because the local health capital
individually affects the labor force available for the whole region, which is aggregated in H,
so that it impacts the production level, hence the amount of newly emitted pollution. This
second channel is what is embodied by the integral term. In terms of derivations, the presence
of the integral will mainly prevent us from obtaining closed-form analytical solutions in a linear
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framework as in Boucekkine et al. (2013a, 2018, 2019), explicit solutions being generally not
available without this simplified structure anyway.

We assume that the initial distribution p(x, y, 0) = p0(x, y) is a known continuous function
satisfying

(A3) p0 ∈ L∞(R)5, p0(x, y) ≥ 0 almost everywhere in R.

We also assume that there is no pollution flow through the boundary of R, i.e. no pollution
flow along the normal to the boundaries of the space, which describes the Neumann boundary
conditions. Such "no-flux" boundaries are standard in the literature and used initially to de-
scribe perfect insulation in thermodynamics. This of course lacks realism and there is no real
situation in which a region would have no pollution flowing in nor flowing out except by being
surrounded by regions with the exact same pollution level at their borders at any time. How-
ever, making a priori assumptions on the level of pollution prevailing at boundaries (Cauchy
or Dirichlet boundaries) would somehow contaminate the study of the region’s problem as it
would induce additional flows. Note also that we are free to choose a spatial region with a
large enough extent around the industrial cluster so that the remote areas will generally be
relatively unpolluted and there is no spurious pollution accumulation at borders. So we can
say that Neumann boundary conditions seem like the most adequate and flexible choice in our
setting. The specification of the boundary conditions of course affects the solution of the PDE
and results are presented for Neumann boundaries in the following, but it would be possible to
modify them to accommodate specific problems6, by considering more complex boundary condi-
tions or even dividing the boundaries into different segments, with different boundary conditions.

Finally, adding initial and boundary conditions, we can write the problem as:

P



pt = θBH(t)αf(x, y, t) + ∂
∂x

[
Dpx

]
+ ∂

∂y

[
Dpy

]
− ∂

∂x

[
v1p
]
− ∂

∂y

[
v2p
]
− δp−G(u)

H(t) =
∫∫
R φ(p(x, y, t), h(x, y, t), x, y) dx dy

p(x, y, 0) = p0(x, y) , (x, y) ∈ R2,
lim

x→∂RX
px = lim

y→∂RY
py = 0 , ∀t ∈ [0,+∞)

(3)

in R× R× R+.
In the last expressions, ∂R denotes the boundaries of the (square) region. In particular,
∂RX = {(x, y) ∈ R s.t. x ∈ {X1, X2}} and ∂RY = {(x, y) ∈ R s.t. y ∈ {Y1, Y2}}.

The standard PDE literature can be extended to equations with variable coefficients (see
for instance de Frutos and Martín-Herrán (2019)) and nonlocal integral terms such as H (Aniţa
and Capasso (2009),Veliov (2008)) to provide us with an existence result for problem P.

If the set of previously stated hypotheses (A1), (A2) and (A3) holds, as well as the following
additional assumptions:

• B and δ are smooth non-negative functions and they have finite upper-bounds,

• D is continuously differentiable and there exist two constants 0 < dm ≤ dM such that
dm ≤ D(x, y, t) ≤ dM for all (x, y) ∈ R,

• V is a smooth convective field and the mean velocity of the flow is bounded, in L∞(R),

• φ ∈ L∞(R×R× (0,∞)) and φ(p, h, x, y) ≥ 0 a.e.(x, y, t) ∈ R×R× (0,∞),
5L∞(R) denotes the Lebesgue∞-space and consists of all measurable functions f : R→ R that are "essentially

bounded", i.e. there exists a positive number 0 < M < ∞ such that |f(x, y)| ≤ M for almost every (x, y) ∈ R,
i.e. except on a set of measure zero.

6It is for example trickier to construct a "large enough" space structure in cases with a strong advective current
dragging pollution away quickly in one direction.
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then, for each choice of controls (c, u), there exists a unique global continuous, non-negative and
bounded, solution pc,u to problem P.
Additionnally, the conditions imposed on the production function, satisfied by standard pro-
duction functions exhibiting diminishing returns, guarantee the existence of a nontrivial stable
equilibrium and the convergence to this steady state, which would no longer be true with a pro-
duction function that is not globally concave 7. The steady state, for each given couple (c, u),
is defined as a smooth time-invariant function pc,u ∈ C2(R) solving the following ordinary
differential equation:

0 = θB(x, y)Hαf(x, y) + ∂

∂x

[
D(x, y)px(x, y)

]
+ ∂

∂y

[
D(x, y)py(x, y)

]
− ∂

∂x

[
v1(x, y)p(x, y)

]
− ∂

∂y

[
v2(x, y)p(x, y)

]
− δ(x, y)p(x, y)−G(u(x, y)) (4)

Moreover, a nontrivial equilibrium refers to a steady state that is not merely characterized by a
generalized collapse of the economy in the long-term, due to ever growing pollution levels driving
health, hence production, to zero everywhere in the region.

3 Spatio-temporal dynamics of pollution and health
We first analyze a "Solow-Type" model, assuming the amount of resources devoted to pollution
abatement activities u(x, y, t) is given exogenously and more specifically as a given fraction of
total revenue, to ensure budget balance. We perform numerical simulations to visualize the long-
run behavior of the solutions to P. This exercise essentially aims at demonstrating the model’s
flexibility and relevance in various contexts and at illustrating a range of important dynamics
that would not emerge in a model without any space dimension, or even in models with one
spatial dimension only, which will be more apparent when we move to realistic geographical
settings at the end of this section.
To do so, because we cannot obtain an analytical solution, we use an adapted Crank-Nicolson
finite difference method to provide a numerical approximation to the solution of the PDE.
Details on this numerical scheme are provided in Appendix A. It is then applied to a spatial
grid, representing a discretized version of the region at study, where each mesh contains data
on local diffusivity, D(x, y), velocity, v1(x, y), v2(x, y), population density, h(x, y), industrial
density, f(x, y), and initial pollution conditions p0(x, y). Throughout this section, although we
will attempt to represent real geographies, the choice of values for the variables cited above and
for the other parameters of the model will be elected primarily to provide clear and insightful
illustrations. The diffusion and advection parameters in particular do not correspond to an
actual physical calibration.

3.1 The benchmark case

In order to give a detailed picture of the transient and long-time behavior of the model, we will
start by studying its application to a simple benchmark set-up with homogeneous diffusion, no
advection, featuring one industrial area centered around a point (xf , yf ) such that

f(x, y, t) = e
−

(x−xf )2+(y−yf )2

2σ2
f ∀t,

7Capasso et al. (2010) for instance studies convergence in a similar, spatially structured, environment with
a convex-concave "S-shaped" production function, which is thought to offer a better description of production
processes in developing countries, and they find that it leads to the emergence of a saddle point behavior, resulting
in potential poverty traps.
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Table 1: Parameter values and functional assumptions for the benchmark case

R = [X1, X2]× [Y1, Y2] [−4, 4]× [−4, 4] B 10
(xf , yf ) (0, 0) α 0.65
(xh, yh) (1,−1) θ 0.02
D 0.06 u(x, y, t) 0
pl 0 δ 0.025
ph 5

φ(p(x, y, t), h(x, y, t)) = h(x, y, t)e−γp(x,y,t) γ 0.5

f(x, y, t) = e
−

(x−xf )2+(y−yf )2

2σ2
f σf 0.3

h(x, y, t) = e
− (x−xh)2+(y−yh)2

2σ2
h σh 0.5

and, similarly, one residential area with a Gaussian distribution around a point (xh, yh), such

h(x, y, t) = e
− (x−xh)2+(y−yh)2

2σ2
h ∀t.

Of course, (xf , yf ) and (xh, yh) do not necessarily coincide. Both industrial and population
distributions are normalised to amount to H(t) = 100 over the region only to allow better
readability. The region is taken to be large enough to avoid unrealistic boundary effects. The
production function is a Cobb-Douglas production function F (H) = BHα with labor share
α = 0.65, in consistence with the growth literature. Following the climate change economics lit-
erature, we select an exponential damage function: φ(p(x, y, t), h(x, y, t)) = h(x, y, t)e−γp(x,y,t).
Again, the parameters of the previous functions as well as the diffusion coefficient D(x, y, t) = D
∀(x, y, t) are chosen for convergence speed and visualization purposes. Parameter values and ini-
tial conditions for this section’s numerical simulations are gathered in Table 1.
For the time being, consumption and abatement activities are exogenously given and we addi-
tionally assume that they are constant over time. We will present results for the case without
any abatement activities, i.e. u(x, y, t) = 0, before looking at the role of this variable in isolation
in a dedicated subsection.
We will consider several possibilities for the initial distribution of pollution: either low initial
pollution, taking p0(x, y)L = pL = 0 ∀(x, y), for simplicity, or high initial pollution p0(x, y)H
with either homogeneous or non-homogeneous distribution. We will typically take p0(x, y)H
such that the initial health capital level H(t = 0) is higher than the steady state level, to study
convergence from above. We indeed recall that the model is built in such a way that, to some
extent, the presence of pollution only matters if it is located in a populated area, thus the
starting point in terms of health is the most determinant for the evolution of the system.

3.1.1 Evolution of pollution and health

The spatio-temporal evolution of pollution and health in the benchmark case is illustrated in
Figure 1, for zero initial pollution and for widespread high initial pollution. Figure 2 shows the
evolution of aggregate variables over time, that is, total health capital,H(t), total production
F (H(t)), and total pollution stock P (t) = ∑

R
p(x, y, t).

Looking at the evolution of pollution in the upper panel of Figure 1, a first observation is that
the spatial extent of the polluted area is bounded at all times, and the scope of the problem
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(a) p0(x, y) = pL = 0

(b) p0(x, y) = pH = 5

Figure 1: Numerical solutions to P in the benchmark geographical setting with homogeneous
diffusion (a) for zero initial pollution; (b) for high initial pollution.

therefore depends on the time horizon that one is willing to consider. This is actually a crucial
feature of the type of problems studied in this paper, and these figures are helpful in showing
how analyzing such problems in finite time, as it is often the case in the related literature,
amounts to selecting which spatial territories are of interest, and which are ignored. One could
argue however that significant changes tend to happen over a short time period after the starting
point, while spatial evolution gets much slower as time elapses, and this relates to the driving
force of the diffusion convergence mechanism: the speed (and the direction) of diffusion is pro-
portional to the magnitude of the gradient, that is, the difference in pollution levels across space.
The extent of the steady-state pollution stock, around the pollution source, is then determined
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Figure 2: Evolution over time of aggregate healthy human capital, total production and total
pollution stock in the benchmark case and for two levels of (homogeneous) initial pollution, high
(ph = 5) and low (pl = 0).

by the relative size of the diffusivity coefficient D multiplying this gradient and the rate of
natural decay δ, but also by the spatial concentration and the emission intensity of production,
and of course by the interaction of health and pollution that modifies the evolution of production.

Comparing the evolution of the region for two levels of (homogeneous) initial pollution, high or
low, we can see that in either case pollution first have dynamics then stabilizes at the same posi-
tive long run level.The concavity assumptions and other technical conditions we have previously
imposed indeed ensure that the economy does not face take-off problems but instead encounters
what we may call a sustainable development, although the health impacts of pollution remain
significant. Note that even though the initial conditions obviously completely modify the tran-
sient dynamics faced by each location, the steady-state outcomes end up being identical, in
aggregate and at each spatial point, because we assume no irreversibility in pollution impacts.
Consequently, initial disparities disappear with time like in standard growth models. Starting
with high, widespread, pollution levels sets the economy on an ascending path with growing
production and health because health, hence production, is initially low enough not to offset
the natural decay of the pollutant. Of course, the accumulated production over any time period
still never catches up with the case with zero initial pollution.
In terms of health, we can see in the two corresponding panels of Figure 1 that the whole
population is affected by pollution in the long-term, although it may have not been the case if
the industrial hub and the residential area had been located further away from each other. As
expected, the population living closer to the production sites are the most impacted by pollu-
tion, in magnitude but also starting sooner in time, which could bear important consequences in
terms of inequalities in more stylized geographical settings. In any case, whether for pollution
or health, although diffusion acts to smooth the spatial differences, the outcomes are, by con-
struction, non-homogeneous across space, first because we assume the diffusive force not to be
infinite, but more importantly because we have relaxed the unlikely assumption that production
and population are distributed uniformly across space.

3.1.2 Non-monotonic convergence

One may notice in Figure 2 that the evolution of health towards the steady-state in the case
p0(x, y) = pH does not exhibit a strictly concave profile during the transitory period, which
hints that the diffusion process is not as straightforward as it seems, even in a simple case with
homogeneous diffusivity. More complex patterns may actually emerge in only slightly different
scenarios. This can have important consequences for the stability of the consumption path over
time for instance. Thus, we will quickly present some examples of more irregular transition
paths to try to give additional insights on the role of initial conditions and on the mechanisms
behind diffusion and convergence.
The initial level of pollution and its spatial distribution dictates the initial health, hence the

13



initial production and the level of emissions, but also, and perhaps more importantly, it affects
the speed of diffusion: the level of pollution prevailing in the residential area not only determines
the size of the pollution peak in the industrial area, through its damage on the health capital,
but also the gradient of pollution between the two regions, therefore the rate of diffusion. To
see this, we will look at a case with spatially heterogeneous initial conditions.
Figure 3 plots the evolution of health when the initial pollution level is set at 2. When this
is the case in every location across the region, the path differs from the p0(x, y) = 5 case,
because the economy starts off at a higher production level which then backfires and causes a
slight decrease in health when the newly emitted pollution reaches the populated area, with some
delay corresponding to the diffusion process. The other curve shows the evolution of health when
p0(x, y) = 2 in the residential area only, that is, only in locations where h(x, y, t) ≥ 0.005, and
it is zero otherwise. We can observe that the urban area being initially more polluted somehow
provides it some "protection": although production starts at a consequent level, this initial
pollution reduces the pollution gradient between the residential center and its surroundings,
hence dampening the diffusion of the additional pollution towards the area. This allows health
to improve at first, as a result of the natural elimination of the pollutant and its diffusion from
the residential area towards the initially less polluted neighbouring regions, before converging
to the steady-state level as the industrial pollution spreads.
Therefore, there can be several mechanisms at stake in this simple diffusion process, and which
of these dominates depends on the geographical setting and its characteristics.

Figure 3: Comparing the evolution of the total health capital stock with homogeneous initial
pollution versus spatially heterogeneous initial conditions.

3.1.3 Influence of different factors on the results

To give a more comprehensive overview of the model, we will now go through several important
parameters and discuss their individual impact on the results. Note that for simplicity, we
always consider the initial situation to be one with zero pollution, i.e. p0(x, y) = pl = 0. Unless
otherwise specified, every other parameter is held equal, according to the values in Table 1.

• Distance:
The distance between the industrial center and the residential area is a fundamental ele-
ment of our setting as it determines both the amount and the timing of damage. However,
it is simple to see that, in the benchmark case we have been studying, the further away
the better, as distance unequivocally reduces exposure to pollution. This is true even after
a very long time as a fraction of the pollution stock naturally vanishes while it diffuses
away, so that distance indeed offers lower pollution in the long-run and not only an extra
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time delay. To make the problem more interesting, let us now introduce a discount factor
representing the lesser availability of workers that are located further away from the firm,
representing for instance the health or monetary costs of commuting. Namely, we rewrite
the function

φ(p(x, y, t), h(x, y, t), x, y) = h(x, y, t)e−γp(x,y,t)e−ξl(x,y)

where l(x, y) stands for the Euclidean distance of point (x, y) to the production area, such
that l(x, y) =

√
(x− xf )2 + (y − yf )2, or more precisely to the center of the production

area as an approximation. The relative size of coefficients γ and ξ thus determines the
strength of each effect, respectively favoring or penalizing the distance of the residential
area to the industry, and defines an optimal spatial positioning of the two areas of interest
in terms of production maximization.
Keeping everything else equal, we perform the following exercise: we simulate the model
while varying the position of the center of the residential area (xh, yh), and in each run
we record the steady-state outcomes associated to the distance between (xh, yh) and fixed
point (xf , yf ). Then, we can describe long-term health and production as a function of
distance, as plotted in Figure 4 illustrating this commuting problem with γ = 1 and ξ = 2.
The optimal distance, here 1.62 (x∗h = y∗h = 1.15), of course heavily depends on these
parameter values but we could argue that in an economy with low standards of living such
that people cannot easily move across space to work, so ξ > γ, it can be optimal (in terms
of total production) to locate an industry relatively close to populated areas although
exposure to pollution and associated health damage may be high.

• Diffusivity:
Figure 5 plots the steady-state level of the total health capital as a function of parameter
values in two situations: relatively close industrial and residential areas, with (xh, yh) =
(1,−1) (and still (xf , yf ) = (0, 0)), or on the other hand a rather remote residential area,
with (xh, yh) = (3,−3). It can be counter-intuitive to observe that, in the first of these two
cases, the steady-state health level increases with the diffusivity coefficient D (Figure 5a),
as a larger D should lead to more locations being hit by pollution after the same amount of
time. But more importantly, it implies stronger convergence forces: a largerD is associated
with lower variance in the distribution of the pollution stock prevailing in each location
at steady-state, and, because we have assumed an exponential damage function φ which
is decreasing and convex, the fact that pollution is more spread out and less concentrated
has a positive impact on health. In particular, it counteracts the local, disproportionate,
accumulation of pollution right at the emission sources. Note the diffusivity coefficient D
can also be interpreted as controlling the delay between production and the feedback effect
of pollution on production, through health. However, with more distance separating the
industrial center from the densely populated area, a higher diffusivity coefficient does not
really act on the timing of feedback but rather on the magnitude of the effect, because
pollution now reaches more locations and hence affects more people in the long run than
it would have had with lower diffusivity. Besides, notice in Figure 5a that the health
advantage brought by the distance to emission sources vanishes as D gets very large.
Essentially, we can say that the diffusivity coefficient D determines the relevance of the
spatial dimension for the model’s long-term outcomes.

• Natural pollution decay:
The natural pollution decay δ also affects both the transient dynamics and the steady-
state outcomes, although this time irrespectively of the spatial configuration (see Figure
5b). This parameter corresponds to nature’s self-cleaning capacity and it determines how
persistent pollution is across time, so it has a direct impact on the quantity of pollution
that is spread across space at steady-state, but it also controls the share of emissions that
eventually diffuses away and the perimeter in which it does so before vanishing. In other
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(a) Total health at steady-state as a function of
distance.

(b) Total production at steady-state as a func-
tion of distance

(c) Optimal configuration for production maxi-
mization.

(d) Spatial distribution of the healthy human
capital in the optimal configuration.

Figure 4: Steady-state outcomes when distance matters. Distance here corresponds to the
Euclidean distance between (xf , yf ) and (xh, yh), with fixed (xf , yf ) = (0, 0) while xh = yh
varies from 0 to 4.

words, a higher δ somehow weakens the link between production and health, as less of
the emitted pollution ends up reaching the population, thus dampening the accumulation
process and yielding more favourable outcomes.

• Production process:
In the formulation of the model, the labor factor productivity B and the environmental
inefficiency θ are uncorrelated, so that a technological progress improving the efficiency
of labor is associated with higher pollution and lower health in the long-term, because
it allows to increase production, hence the quantity of emissions, using the same human
capital. An increase in θ of course also yields a lower steady-state health level.

• Agglomeration:
The concentration of the industrial activity and of population is controlled respectively
by the standard deviation parameters σp and σh. We otherwise do not change the spatial
setting compared to the benchmark case, meaning that we are still in a case where the
production center and the urban center are close enough for the most densely populated
area to be exposed to some pollution in steady-state. In this regard, a higher σh, that
is, a larger spread of the population distribution in each direction, puts more people out
of range of the pollution externality or at least further away from its source. A fraction
of the residential area is of course more at risk, as it is extended in the direction of the
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industrial area, but the overall effect of σh on equilibrium health remains positive (Figure
5c). The size of this effect remains however limited in comparison to the impact of other
parameters.
As shown in Figure 5d, the role of industrial concentration is somewhat different. Starting
from a very concentrated industrial area, an increase in σp is detrimental for long-term
health because it increases the number of exposed people in steady-state, by reaching
further in space. However, if σp is large enough for every location with h(x, y, t) > 0 to
be affected in any case, then the more spread out the distribution of production is, the
more spread out are the sources of pollution and consequently, the better is the health
capital at steady-state. On a side note, industrial concentration also have an important
role in the transient dynamics as it makes the pollution gradient between producing area
and non-producing area more or less significant.

(a) Diffusivity coefficient (b) Natural pollution decay

(c) Spatial spread of population density (d) Spatial spread of the industrial distribution

Figure 5: Total health at steady-state as a function of parameter values.

• Advection:
In a simple case where there are only two areas of interest, the role of advection is rather
straightforward. Let us imagine a velocity field, representing wind for example, along the
segment connecting (xf , yf ) to (xh, yh). If polluting is transported from (xf , yf ) to (xh, yh),
taking for instance v1(x, y) = 0.3 and v2(x, y) = −0.3 for (x, y) on a straight 3 meshes wide
stream joining these two points, steady-state health decreases from 41 (benchmark case)
to 35. Recall that if initial pollution is set to zero, the advective field in this case goes in
the same direction as diffusion, therefore amplifying the transport of pollution towards the
residential area. Unsurprisingly, if wind instead blows pollution away from the city (take
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v1(x, y) = −0.3 and v2(x, y) = 0.3 over the same segment), the long-term health level is
brought up to 51. Advection does not otherwise affect the shape of the transition paths of
the model.

• Abatement:
The discussion has been limited to production and pollution outcomes until now, because
we have not introduced any sense of utility from consumption or else in the model, so that
choosing a priori an abatement policy u(x, y, t) is an arbitrary task, subject to resource
waste. This last comment refers to cases where, taking u(x, y, t) as given, we would have
p(x, y, t)−G(u(x, y, t)) < 0 which is of course not permitted, then it would have been suf-
ficient to allocate u′ at that point in space and time such that p(x, y, t)−G(u′(x, y, t)) = 0.
Nevertheless, to motivate the trade-offs between production, consumption and abatement
studied in the next sections, we present in Figure 6 the evolution of total health, total
consumption (which is the total revenue from production minus the amount dedicated to
abatement) and total pollution for several abatement policies that could be envisioned.
Each of the latter corresponds to the reallocation across all points in space of 5% of the
total production revenue, at each time period. We consider 4 example policies:

u1(x, y, t) = 0 ∀(x, y, t) u2(x, y, t) = 0.05 ∗ F (H(t)) 1
NxNy

u3(x, y, t) = 0.05 ∗ F (H(t)) f(x, y, t)∑
(x,y)∈R

f(x, y, t) u4(x, y, t) = 0.05 ∗ F (H(t)) h(x, y, t)∑
(x,y)∈R

h(x, y, t)

where Nx and Ny correspond to the number of discretized locations along the x and y axis,
respectively. The associated abatement policy is thus uniform across space. The third and
fourth equations corresponds to concentrating abatement efforts in the industrial area or
in the residential area, respectively.
Each of the policies with positive abatement expenses eventually allows to increase con-
sumption, even though it takes up a share of revenue. Unsurprisingly, the policy cleaning
up pollution in the residential area, u4, is the most successful at improving the long-term
(and short term) health level, although it reduces the total pollution stock across the
region by the least amount with regards to the benchmark case (see the third graph of
Figure 6). Finally, a policy tackling pollution at the source(s), as u3, is poorly effective
in improving economic and environmental outcomes: it underlines the fact that, in this
model, pollution is not necessarily undesirable at all points in space and does not need to
be fully eliminated, as it incurs no harm on health if there is no one to be exposed at its
location.

3.2 Spatio-temporal dynamics in relevant geographical contexts

The aim of this section is to demonstrate the capacity of the model to accommodate more stylized
settings and represent real-world geographies. The end goal would be to pursue a thorough
calibration of the model, using hydro-geological and production maps, as well as demographic
and pollution data to provide a realistic picture of the initial state of the problem and of the
pollution transport process. This exercise is limited here to exploiting the flexibility offered
by the production and population distributions and the spatially variable coefficients of the
pollution transport PDE to fit the gridded spatial data used for numerical simulations to relevant
types of realistic geographical settings. The production function, the emission intensity and the
damage function in particular are only illustrative and could be tailored to the specific type of
pollution issue faced in the region at study. Broadly, the underlying question is to explore, in
each case study, the extent of the pollution problem faced by the economy we are modelling and
how it relates to the description of the geographical configuration introduced in the model.
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Figure 6: Evolution over time of aggregate healthy human capital, total production and total
pollution stock in the benchmark case with different abatement policies and abatement technol-
ogy G(u) = uν with ν = 0.5.

3.2.1 Case study 1 : A core-periphery setting

The core-periphery model, dating back to Friedmann (1966),Krugman (1991) and numerous
other contributions, is a popular model in Economic Geography which seeks to explain the
tendency of economic activities to be concentrated in some regional growth centers, and more
generally the observation that socioeconomic development tends to be uneven across space. The
most important factor that is put forward in this framework is the spatial distance to the core,
which can be related to our previous discussion about the role of distance in the present model.
It has been adapted to various spatial scales, but we will be particularly interested here in the
so-called "four-stage model of regional development", describing patterns of urban growth across
time. Broadly peaking, our setting will be a metropolitan monocentric area, as can be described
the regions of Paris or London for example, that have gone past an industrial phase characterized
by the dispersion of economic activity and the migration of people from rural areas to urban ar-
eas, yielding the following schematic organisation: a highly productive, prosperous and densely
populated core, surrounded by residential suburbs at the bounds of which large industries and
manufacturing units have been relegated. We will focus on the fact that polluting industries are
located in a belt in the periphery while the core is dense and productive but with less polluting
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economic activities, that is, with a higher B(x, y) but a lower parameter θ(x, y) 8.

Figure 7: Case study 1 : Core-periphery geographical setting. The profiles of the density func-
tions along the x-dimension at y = 0 are plotted.

Figure 7 presents the corresponding geographical setting. The core is centered around point
(0, 0) in the region R = [−4, 4]× [−4, 4], as before. The parameters of the diffusion process and
of the production function are unchanged. However, similarly to the section related to the role
of distance, the damage function is adapted:

φ(p(x, y, t), h(x, y, t), x, y) = h(x, y, t)e−γp(x,y,t)µe−λlh(x,y)

where l(x, y) stands for the distance of point (x, y) to the center: lh(x, y) =
√

(x− xh)2 + (y − yh)2.
µ is a scaling factor to allow comparison between cases with λ = 0 and λ > 0.
Indeed, the most interesting in this setting would be to incorporate the distribution of the pro-
ductivity of workers, as the idea that residential areas are increasingly "specialized" in terms of
worker types and namely that the productivity of workers declines as a function of the distance
from the core are fundamental assumptions of the seminal core-periphery model. This is what
we attempt to represent with the additional term e−λlh(x,y): if λ > 0, damages to the health
of low productivity workers has a lower impact on total production than similar damages on
highly productive workers, which is a crude way to put it but an interesting insight on spatial
inequalities. We will thus study the evolution of production, health and pollution in this setting,
assuming zero initial production.

Results from numerical simulations are presented in Figure 8. The outcomes are obviously
marked by strong spatial heterogeneity, stemming from the geographical configuration in which
polluting industries are located at the city bounds. In contrast to the benchmark case with
homogeneous diffusion and a central industrial area where the pollution profiles exhibited a

8This is of course only a poor approximation as in reality the source of pollution in crowded city centers is
mostly related to traffic and everything that comes with population density rather than the economic activity.
Also, while we consider these two spatially disconnected types of economic activity (mostly services in the core,
industries further away in the periphery) we are not able to account for the correspondence between the location
of workers and the location to which they supposedly go to work. This would actually yield a whole new set of
questions regarding the environmental and economic cost of commuting in and out of each circle.
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Gaussian profile across space, the core here enjoys much lower levels of pollution than the
periphery. This geography is associated with better health outcomes in aggregate terms, but
this is because the core is the most densely populated area. This may be seen as an additional
source of spatial inequalities or, for the least, spatial disparities which is the main focus of the
core-periphery model. Notice now, in Figure 8b, that accounting for the lower contribution to
the productive activity of workers living in the suburban areas yields a higher production level
and lower aggregate health (Figure 8a). This distribution of productivity, declining with the
distance to the center, is beneficial for the economic activity as the larger amount of emissions
associated with higher production strikes almost exclusively the low productivity workers living
in the periphery (Figure 8c). This is an example of how economic incentives to perpetuate
socio-environmental inequalities can arise.

(a) Evolution over time of total human capital
with pollution damages, without taking into ac-
count spatial discounting.

(b) Evolution over time of total production, with
and without spatial discounting.

(c) Evolution over time of average pollution
stock prevailing respectively in the core region
and in the periphery, with and without spatial
discounting.

(d) Long-term spatial distribution of pollution
across space (for λ = 2).

Figure 8: Results from numerical simulations in Case study 1.
λ = 2 denotes a case in which the contribution to production of human capital located at
one point in space declines with its distance to the center. λ = 0 is the case without spatial
discounting.
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3.2.2 Case study 2 : A valley basin city

The flexibility of the model invites us to study contexts in which the geographical or geological
nature of the region has a direct impact on the pollution transport process, hence on the accu-
mulation of pollution. One type of such situations is cities that are confined in a mountain valley
or a river basin, where the natural elevation characterizing this environment tends to prevent
the transport of pollution and trap it above and around the city. This only underlines the rel-
evance of carefully taking into account geographical specificities in pollution control problems.
Infamous examples are for instance Mexico City, contained within the Valley of Mexico, which
is one of the world’s most polluted cities, or, as it is well-known in France, the metropolitan
area of Grenoble, in the French Alps. The city is surrounded by high mountain ranges, carved
by two river basins passing through Grenoble. The inhabitants of the valley suffer from high
levels of air pollution as a consequence of this topography. The main part of this pollution is
attributed to traffic, heating and other emission sources associated to a dense urban zone, but
Grenoble remains a dynamic technology and research centre and industry still occupies a large
part of the metropolis economy. Thus, we will recreate the geographical environment of the
"Grenoble-Alpes Métropole" and study the outcomes of the model within this region.

The (gridded) spatially distributed data introduced in the model is plotted in Figure 9. We
use elevation maps to construct heterogeneous diffusivity coefficients. The values are chosen
as a illustration to reflect the variation in height across space and correspondingly how it can
hinder the diffusion process, but they do not correspond to any physical reality. To construct
the f distribution for industries, we use the geolocated entries of the BASIAS public database
(Inventaire historique de Sites Industriels et Activités de Service) to produce an index of in-
dustrial density for each mesh of the spatial grid. The municipality of Grenoble corresponds to
the central area, with the highest industrial and residential density. We focus this analysis on
heterogeneous diffusion, and more specifically on natural barriers to diffusion, and we do not
include advection into the problem, because winds in mountain valleys tend to be highly vari-
able and the river streams are not relevant for the air pollution problem. We will compare the
numerical solutions obtained with heterogeneous diffusion to those obtained with homogeneous
diffusion to highlight the consequences of the topography of the Grenoble metropolitan area on
its economic and environmental outcomes, which we are able to do because the model includes
spatially variable coefficients.

Figure 9: Case study 2 : Geographical setting of the Grenoble Metropolitan area.9

9Although the region does not appear to be a square in these images, this is only a product of the cartographic
projection. The mesh is equidistant and uniform, with the same number of points in each dimension, covering
the same length in degrees in each direction.
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Figure 10 shows the spread of pollution in the region across time, starting from a zero
pollution initial state, with homogeneous and heterogeneous diffusion. At first glance, the spatial
profiles may seem similar but this is because we consider the same distribution of industrial
activity in each case which is obviously not random but constrained by the local geography, with
a high concentration in the basins areas as illustrated in 9. However, we can indeed observe that
the natural barriers to diffusion that the mountain ranges represent impact the distribution of
pollution across space in short and long-term: it leads to a noticeably higher concentration of
pollution in the central valley, over the city of Grenoble, with regards to what would arise with
a uniform topography (see the homogeneous diffusion case in Figure 10). Figure 11 shows that
this mechanism drives down the aggregate health level, hence the aggregate production, because
the bowl in which pollution is confined is also the most densely populated area of the region.
The second panel of Figure 11 further illustrates the disproportionate accumulation of pollution
over time in the city of Grenoble, in comparison to a city that is not trapped within the valley,
taking as an example the case of Voiron (in the northwest of the region, the municipality bounds
are marked in Figure 9). While the total stock of pollution is almost identical with either type
of diffusion (lower by barely 1.5% in steady-state for heterogeneous diffusion as a result of lower
health, hence lower production), the heterogeneous diffusion process still considerably changes
the distribution of pollution across space. It makes very little change for medium-size cities
outside of the valley basin with industrial production, as Voiron, as they are mainly affected by
their own activity. It makes things better for mountain villages or small cities further away from
the dense Grenoble area, with no industries, as they can be spared (to a certain extent) from
the excess pollution generated in Grenoble and its surroundings, where the health and pollution
situation is clearly exacerbated by the topography of the environment.

Figure 10: Numerical solutions for the spatio-temporal dynamics of pollution in Case study
2 with homogeneous diffusion (top) and heterogeneous diffusion according to the geographical
configuration (bottom).
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Figure 11: Case study 2 : Evolution over time of aggregate healthy human capital and of the
pollution stock in two municipalities, with homogeneous diffusion or heterogeneous diffusion.

3.2.3 Case study 3 : An upstream-downstream situation

A classic pollution issue where the spatial dimension is of utmost relevance concerns conflicts
of water-related interests between upstream and downstream locations. The link between up-
stream pollution and downstream water quality degradation is rather straightforward and has
been evidenced in various areas of the world. In particular, it is a growing concern in dense
regions of developing countries as China or India, that have known a booming, erratic, urban
growth and a rapid industrialization, located for the main part in river basins, associated with
a stringent lack of enforcement of environmental regulations, among which waste disposal regu-
lations, leading to critical water and soil contamination.

We will consider as an example of an upstream-downstream setting the region of Hyderabad,
South India, which represents the country’s largest hub of bulk drug manufacturing industries
and is known to suffer from a severe problem of pollution of water bodies (surface and groundwa-
ter) from pharmaceuticals10. Hyderabad city has spread on the banks of the Musi River which
was a primary source of water for drinking, bathing and irrigation for many communities but is
now loaded with pharmaceuticals and toxic wastes. This pollution has been directly associated
with various health damages observed in Hyderabad or one of the hundred villages located in the
river’s drainage basin. The inappropriate discharge of industrial effluents has also lead to the
occurrence of antibiotic resistance, sometimes in extremely dense municipalities and in locations
that are far away from the (alleged) source of discharge. The region at study is presented in
Figure 12. Patancheru and Banjara Hills are two major industrial areas. However, a public
public project to deal with the critical pollution levels in Patancheru has led to the construction
of a 18-km pipeline to divert all effluents from Patancheru to Amberpet, further downstream on
the river, where the wastewater treatment plant is actually far too poorly equipped to treat this
amount of waste before discharging it into the river. The model allows to study the outcomes
associated with such policy choices: we will consider a scenario "before the pipeline", with two
emission sources located respectively in Patancheru and Banjara Hills, and a scenario with the
pipeline, where the two emission sources are now located in Banjara Hills and Amberpet. In
either case, the distribution function f will correspond to the sum of two narrow normal dis-
tribution, each centered at one of the two points under consideration, with σf = 0.3 and the
total density being normalized to 100. The population distribution h is based on population
data, as plotted in Figure 12. We approximate the shape of the Musi river with two streams (a
long horizontal segment and a shorter tilted one). Additionally, to illustrate the effect of con-

10See for instance on this subject Larsson et al. (2007),Fick et al. (2009),Lübbert et al. (2017).
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sidering the advective transport in the model, we will compare the cases of two municipalities,
Gandipet and Bhongiri, located respectively upstream and downstream of Hyderabad city. We
also choose a low diffusivity homogeneous coefficient D(x, y) = 0.01 ∀(x, y) to emphasize the
advection dominated nature of the problem.11

Figure 12: Case study 3 : Hyderabad’s geographical setting.

The results from the numerical solutions are shown in Figures 13 and 14. Figure 13 plots the
distribution of pollution across space at the steady-state depending on the scenario. The dis-
placement of waste emissions from Pantecheru to Amberpet after the construction of the pipeline
obviously changes the geography of pollution, as it shifts the location of pollution sources. It
would be interesting to study in more details the characteristics of the communities whose ex-
posure directly depends on public policy projects like this one, potentially raising social justice
issues. However, the role of advection in modifying the spatial profile of pollution is perhaps
more striking, with important consequences as well as it brings pollution to regions that would
not have been polluted if the river did not exist. It also drives pollution away from Banjara
Hills (comparing 13c to 13a), making Amberpet the main and unique pollution hotspot.
The total health and total production in the region are however only affected to a very limited
extent: we do not find an unambiguously positive effect of the advective field transporting pol-
lution away, in comparison to our discussion about the role of advection in the benchmark case,
because in the present case study the population density is not concentrated around a unique
center but spread out along the river so that the total damage is unchanged with advection, un-
like its spatial allocation. To look deeper into how advection can exacerbate spatial disparities,

11An advection dominated problem is a special type of PDE in which advection plays a significantly larger role
than the other terms. A general condition to characterize advection dominated problems is P e >> 1, where P e
is the Péclet number defined as : P e = v/L

D/L2 = diffusion time
advection time with v denoting the flow velocity, D the diffusion

coefficient and L the characteristic length of the space.
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we plot in Figure 14 the evolution of pollution over time in two municipalities, located upstream
and downstream of Hyderabad city. We can observe that the advective transport is beneficial
for upstream cities as Gandipet, which exhibit lower pollution levels than in the absence of this
additional force. Note that the introduction of the pipeline also lowers pollution in this munici-
pality which is not actively producing but still relatively close to Patancheru and a part of the
dense central area affected by industrial development. In contrast, see in Figure 14b how the
pipeline leads to a dramatic increase of the pollution flows reaching more remote rural areas like
Bhongiri, because a large amount of waste is now dumped directly into the body of the river
where it moves much faster than with diffusion only. This discussion is a simple example of how
the model can be used to analyze public policies and perform counterfactual exercises.

(a) Without advection and af-
ter pipeline.

(b) With advection and before
pipeline.

(c) With advection and after
pipeline.

Figure 13: Steady-state pollution levels across space in Case study 3 for different scenarios.

(a) Gandipet Mandal (upstream). (b) Bhongiri Mandal (downstream).

Figure 14: Evolution over time of the stock of aggregate pollution in two municipalities (i.e.
mandals) for different scenarios.
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4 An optimal control problem
In the Solow-type framework, we find that pollution always settles at a positive level of harm but
we cannot say anything about the (sub)optimality of the outcomes nor design efficient consump-
tion and abatement policies as the gains derived from production do not enter in determining
the steady state level. We thus turn to a Ramsey-type version of the model in which economic
and environmental policies (i.e. consumption, abatement and consequently production) are en-
dogenously determined. Accordingly, the economy will now be described by an optimal control
problem where the state equations is the partial differential equation we have studied in the
previous sections.

In the same framework, we assume that the policy maker collects all production and re-
allocates it across locations at no cost, yielding the following budget constraint:∫∫

R
[c(x, y, t)h(x, y, t) + u(x, y, t)] dx dy = F (H(t)) = BH(t)α (5)

which may seem like a strong assumption but actually enlarges the set of feasible consumption
and abatement decisions by allowing the spatial reallocation of production, as noted in Camacho
and Pérez-Barahona (2015). This is all the more true in our setting where the ability of each
location to produce is determined by the industrial density distribution f , which in principle
exhibits strong spatial heterogeneity, in such a way that assuming that each location consumes
at most what it produces would drastically reduce the set of possibilities.

The policy maker chooses the level of consumption per capita c(x, y, t), that is the consumption
level at time t of a representative household located at (x, y), and the amount allocated to
cleaning activities u(x, y, t), again at each location and each point in time, to maximize the
discounted welfare of the entire population:

max
c,u

∫ ∞
0

∫∫
R
U(c(x, y, t))h(x, y, t)e−ρt dx dy dt (6)

subject to:

Pc



pt − ∂
∂x

[
Dpx

]
− ∂

∂y

[
Dpy

]
= θBH(t)αf(x, y, t)− ∂

∂x

[
v1p
]
− ∂

∂y

[
v2p
]
− δp−G(u)∫∫

R c(x, y, t)h(x, y, t) + u(x, y, t) dx dy = BH(t)α

H(t) =
∫∫
R φ(p(x, y, t), h(x, y, t), x, y) dx dy

p(x, y, 0) = p0(x, y) , (x, y) ∈ R2,
lim

x→∂RX
px = lim

y→∂RY
py = 0 , ∀t ∈ [0,+∞)

(7)

considering a standard instantaneous utility function U : R+ → R that is increasing and concave
and satisfies the Inada conditions.

As in the classical Ramsey model and as in Boucekkine et al. (2009, 2013a); Camacho and
Pérez-Barahona (2015), we work in the classical Benthamian case, in the sense that the utility
function is defined as the sum of individual intertemporal utilities, for the representative house-
holds located in every point in space. However, this sum is weighted by the population density
function h, which can be seen as a type of space discounting in which the relative importance
attributed to each location by the policy maker depends on the share of the population it repre-
sents. Equivalently, we consider that the residents are homogeneous across space and that the
policy maker weighs each of them identically. The standard exponential time discounting e−ρt,
with ρ > 0, is included as well.
As the “spatial” policy maker re-allocates production across locations at no cost, and does not
have any subjective spatial preferences outside of population density patterns, the consumption
per capita c(x, y, t) should be identical across all locations, i.e., c(x, y, t) = c(t). Then, recalling
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that the total population is normalized to 1, the feasibility condition can be rewritten as follows:

c(t) +
∫∫
R
u(x, y, t) dx dy = BH(t)α

It might also be noted in (6) that we restrict ourselves to a case where the utility function is
a function of consumption only. In particular, pollution could enter the utility function directly,
in addition to its effect on health and, ultimately, on the total amount of revenue available. For
instance, La Torre et al. (2015) introduces a pollution disutility term which trades off the relative
importance of environmental quality with respect to consumption. Nevertheless, because our
underlying goal is to set the basis of a currently non-existent framework to account for pollution
impacts on health and labor productivity in a spatial and dynamic way, we choose to focus on
this channel only in the present dissertation.

4.1 Optimal trajectories

An optimal solution to problem (6)-(7) is defined as follows:

Definition 1. A trajectory (c(x, y, t),u(x, y, t),p(x, y, t)), with c(x, y, t),u(x, y, t) and p(x, y, t) ∈
C2,1(R2 × [0,+∞)), is admissible if p(x, y, t) is a solution to problem (7) with controls u(x, y, t)
and c(x, y, t) on t ≥ 0, (x, y) ∈ R2, and if the integral objective function (6) converges. A
trajectory (c∗(x, y, t),u∗(x, y, t),p∗(x, y, t)) is an optimal solution of problem (6) and (7) if it is
admissible and it it is optimal in the set of admissible trajectories, i.e. the value of the objective
(6) corresponding to (c∗(x, y, t),u∗(x, y, t),p∗(x, y, t)) is greater than its value for any admissible
trajectory.

If an optimal solution exists, we may derive the first-order necessary optimality conditions
fitting our problem by adopting a variational approach, following Boucekkine et al. (2009) or
Camacho and Pérez-Barahona (2015). More specifically, we use the Ekeland variational principle
(Ekeland (1974)) to obtain a Pontryagin maximum principle for the problem, involving a system
of PDEs. Following this procedure, we write the associated value function V as a function of
c, u, p and B as follows:

V(c, u, p,H) =
∫ ∞

0

∫∫
R
U(c(x, y, t))h(x, y, t)e−ρt dx dy dt (8)

−
∫ ∞

0

∫∫
R
q(x, y, t)

[
pt −

∂

∂x

[
Dpx

]
− ∂

∂y

[
Dpy

]
+ ∂

∂x

[
v1p
]

+ ∂

∂y

[
v2p
]
− θBH(t)αf(x, y, t) + δp+G(u)

]
dx dy dt

−
∫ ∞

0
m(t)[H(t)−

∫∫
R
φ(h, p) dx dy] dt−

∫ ∞
0

n(t)[
∫∫
R
c(x, y, t)h(x, y, t) + u(x, y, t) dx dy −BH(t)α] dt

where q, m and n are auxiliary functions.

Proposition 1 presents the corresponding set of necessary optimal conditions. The derivation is
detailed in Appendix B.
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Proposition 1. The set of Pontryagin conditions of the problem are given by:

pt −Dpxx −Dpyy −Dxpx −Dypy = θBH(t)αf(x, y, t)− (v1px + v2py)− p(v1x + v2y)− δp−G(u)

Qt +DQxx +DQyy +Qx[Dx + v1] +Qy[Dy + v2]

+
[
U ′(c(x, y, t)) + θ

∫∫
RQ(x′, y′, t)f(x′, y′) dx′ dy′]αBHα−1φp(p, h) = (δ + ρ)Q(x, y, t),

Q(x, y, t) = − U
′(c(x,y,t))

G′(u(x,y,t)) ,∫∫
R c(x, y, t)h(x, y, t) + u(x, y, t) dx dy = BH(t)α

H(t) =
∫∫
R φ(p, h) dx dy

p(x, y, 0) = p0(x, y), lim
x→∂RX

px(x, y, t) = lim
y→∂RY

py(x, y, t) = 0,

lim
x→∂RX

Qx(x, y, t)p(x, y, t) = lim
y→∂RY

Qy(x, y, t)p(x, y, t) = 0,

lim
t→+∞

Q(x, y, t)p(x, y, t) = 0,
(9)

for (x, y, t) ∈ R× R+.

The first condition describes the law of motion of the state variable, describing to the
spatio-temporal dynamics of pollution in our problem. The second expression is the adjoint
equation corresponding to the shadow price (co-state variable) of pollution, which is ruled
as well by a parabolic PDE, as it also varies in time and space because pollution moves in
time and space, but this one has no initial value. The proposition includes boundary con-
ditions for both PDEs and the transversality condition lim

t→+∞
Q(x, y, t)p(x, y, t) = 0. As in

Boucekkine et al. (2009) and Camacho and Pérez-Barahona (2015), if we focus on interior solu-
tions, we can consider analogous standard boundary conditions for the shadow price of pollution:

lim
x→∂RX

Qx(x, y, t) = lim
y→∂RY

Qy(x, y, t) = 0, stemming from the Neumann boundary conditions
constraining the pollution flow at borders in (7).

The third condition in (9) represents the trade-off between the gains from consumption, in
terms of discounted marginal utility, and the gains from abatement in terms of reduced pol-
lution. An increase of the revenue dedicated to consumption will also imply higher marginal
social cost due to the lower investment in abatement activities, hence higher pollution. Finally,
as previously explained, the fourth equation describes the budget constraint of the policy maker
allowing for the re-allocation of production across locations.

Provided that we have assumed U ′(·) > 0 and G′(·) > 0, one can note that the condition
U ′(c(t)) = −Q(x, y, t)G′(u(x, y, t)) implies that Q(x, y, t) is negative and allows us to identify
a lower bound: −Q(x, y, t) ≥ U ′(c(x, y, t)). Since, c and u are negatively related by the con-
dition

∫∫
R[c(t)h(x, y, t) + u(x, y, t)] dx dy = BH(t)α, we get that, when c → 0, U ′(c(t)) → +∞

while −Q(x, y, t)G′(u(x, y, t)) is equal to a non-negative value for c = 0, and when c → +∞,
U ′(c(t)) → 0+ while −Q(x, y, t)G′(u(x, y, t)) → +∞. Following the same reasoning, note also
that ∂U

′(c(x,y,t))
∂c ≤ 0 and ∂(−Q(x,y,t)G′(u(x,y,t)))

∂c ≥ 0 as G′′(·) ≤ 0, so that both sides of the equation
are monotone functions and they cross only once which proves that, ∀t > 0, c(x, y, t) = c(t) is
uniquely determined by q(x, y, t) and u(x, y, t).

The dynamic system (9) induced by the Pontryagin conditions is a forward-backward system
of partial differential equations yielding an ill-posed problem well described in Boucekkine et al.
(2009, 2013b), meaning that neither the existence nor the uniqueness of the solutions can be
ensured. The issue stands more specifically in the backward PDE corresponding to the adjoint
equation when considering a strictly concave utility function and an infinite time horizon, as
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it cannot be reversed in time in this case. Boucekkine et al. (2013a) finds that the source of
ill-posedness is due to the fact that the first-order optimality conditions derived by applying the
Pontryagin maximum principle are only necessary in the infinite time horizon case, contrary to
the finite horizon case where they are necessary and sufficient under usual regularity conditions.
Several options have been proposed in the literature to circumvent the ill-posedness problem:
Boucekkine et al. (2009) considers a spatial Ramsey model with linear utility, as a way to make
the adjoint equation degenerate, while Boucekkine et al. (2013a) or Cornet (2020) adopt dynamic
programming methods allowing to study infinite time horizon problems while avoiding the use
of adjoint equations. We leave the latter approach for future research and resort to reducing
the time horizon to [0, T ] with T <∞ to be able to explore our optimal control problem and its
dynamics into further details with numerical methods.

The set of first-order conditions for the finite time horizon case can be derived similarly to
system (9) with T = ∞, but particular attention should be dedicated to the specification of
the transversality condition. Indeed, when the time horizon is finite, the remaining cost of the
pollution at the end of the planning period needs to be taken into account, while in principle
when T goes to infinity, this scrap value should vanish.

We proceed to rewrite the control problem in finite time as follows:

max
c,u

∫ T

0

∫∫
R
U(c(x, y, t))h(x, y, t)e−ρt dx dy dt+

∫∫
R
ψ(p(x, y, T ), x, y)e−ρT dx dy (10)

subject to:

PT



pt − ∂
∂x

[
Dpx

]
− ∂

∂y

[
Dpy

]
= θBH(t)αf(x, y, t)− ∂

∂x

[
v1p
]
− ∂

∂y

[
v2p
]
− δp−G(u)∫∫

R c(x, y, t)h(x, y, t) + u(x, y, t) dx dy = BH(t)α

H(t) =
∫∫
R φ(p(x, y, t), h(x, y, t), x, y) dx dy

p(x, y, 0) = p0(x, y) , (x, y) ∈ R2,
lim

x→∂RX
px = lim

y→∂RY
py = 0 , ∀t ∈ [0, T ]

(11)

where ψ(·) is a bounded and continuously differentiable function with ∂ψ
∂p = ψp ≤ 0 and ∂2ψ

∂p2 =
ψpp ≥ 0. This second integral term in (10) can be interpreted as the total cost of cleaning
the remaining amount of pollution at T , as for instance in Augeraud-Véron et al. (2021), or as
the concern of the policy maker for the pollution left behind at the end of the planning period
(Camacho and Pérez-Barahona (2015)). Then, the set of necessary conditions is modified by
imposing a terminal condition on the shadow price of pollution:

Q(x, y, T ) = ψp(p(x, y, T ), x, y) ∀(x, y) ∈ R

Proposition 2 thus presents the amended necessary (and sufficient) optimal conditions for the
finite time optimal control problem PT .
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Proposition 2. The Pontryagin conditions of the problem with finite time horizon T <∞ are
given by:

pt −Dpxx −Dpyy −Dxpx −Dypy = θBH(t)αf(x, y, t)− (v1px + v2py)− p(v1x + v2y)− δp−G(u)

Qt +DQxx +DQyy +Qx[Dx + v1] +Qy[Dy + v2]

+
[
U ′(c(x, y, t)) + θ

∫∫
RQ(x′, y′, t)f(x′, y′) dx′ dy′]αBHα−1φp(p, h) = (δ + ρ)Q(x, y, t),

Q(x, y, t) = − U
′(c(x,y,t))

G′(u(x,y,t)) ,∫∫
R c(x, y, t)h(x, y, t) + u(x, y, t) dx dy = BH(t)α

H(t) =
∫∫
R φ(p, h) dx dy

p(x, y, 0) = p0(x, y), lim
x→∂RX

px(x, y, t) = lim
y→∂RY

py(x, y, t) = 0,

Q(x, y, T ) = ψp(p(x, y, T ), x, y), lim
x→∂RX

Qx(x, y, t) = lim
y→∂RY

Qy(x, y, t) = 0,
(12)

for (x, y, t) ∈ R× [0, T ].

The proof of existence and uniqueness of an optimal solution for the problem in finite time are
not replicated in this work, but we can build on the results from Augeraud-Véron et al. (2019b,
2021), Camacho et al. (2008) or Camacho and Pérez-Barahona (2015), for similar problems and
with the technical assumptions presented in Section 2, to ensure that there exists at least a
solution to the social optimum.

4.2 Existence of a stationary solution

If a time-invariant solution (p, q) exists, that is if an equilibrium where all variables do not
change over time exists, then it verifies the following system:

S


−D(pxx + pyy)−Dxpx −Dypy + v1px + v2py + p(v1x + v2y) = θBHαf(x, y)− δp(x, y)−G(u(x, y))
D(Qxx +Qyy) +DxQx +DyQy + v1Qx + v2Qy = −

[
U ′(c) + θ

∫∫
RQ(x′, y′, t)f(x′, y′) dx′ dy′

]
αBHα−1φp(p, h)

+(δ + ρ)Q(x, y)

where H =
∫∫
R φ(p, h, x, y) dx dy, and u(x, y) is the unique solution to the condition

U ′(c) = −Q(x, y)G′(u(x, y))

with c = BHα −
∫∫
R u(x, y) dx dy.

Following Camacho and Pérez-Barahona (2015), we can derive sufficient conditions for ex-
istence and uniqueness of the solution to system SD, denoting the system S with V = 0, that
is, considering diffusion only. The case with advection requires more involved mathematical
analysis and is out of the scope of this project for the time being.

Proposition 3. Given a spatial population distribution h(x, y, t), we define a set Z of time-
invariant functions

Z = {(p, q) : φpp(p, h) ≥ 0 and G(u) ≤ θBHα
f(x, y)}.

Then, under previous assumptions, the solution (p, q) to system SD is unique in set Z.

The first condition indicates that the damage function φ exhibits diminishing marginal dam-
ages: holding everything else constant, as pollution increases, it decreases health by less and
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less. The condition G(u) ≤ θBHαf(x, y) states that, in equilibrium, in each period of time and
in in each location, the amount of abated pollution is not higher than the quantity of pollution
newly emitted at this point in space and time, given the abatement and production technologies.
This is actually quite restrictive for the spatial profile of abatement expenses, as, in our model,
zones with θBHαf(x, y) ≥ 0 do not necessarily span the entire region, and in particular they
do not necessarily overlap with residential areas where it could be more interesting to undertake
pollution cleaning than in sparsely populated industrial areas.
In any case, note that we cannot guarantee the non-emptiness of set Z, nor have we established
whether the trajectories converge to this unique equilibrium in Z if it exists. The complexity
of the Pontryagin conditions for this problem prevents us to characterize analytically an equi-
librium or even optimal paths. Therefore, in the next section we will use numerical methods
to solve and simulate the optimal control problem and explore spatio-temporal transition dy-
namics and, notably, the convergence to a potential time-invariant equilibrium. In this case, the
conditions presented in Proposition 3 may be helpful to conclude about the uniqueness of the
time-invariant equilibrium unveiled in the numerical simulations for the particular scenario.

5 Numerical solutions to the optimal control problem

5.1 Resolution algorithm

The numerical algorithm aims at solving (12) and it is adapted to our model specification from
Camacho et al. (2008); Camacho and Pérez-Barahona (2015). It is first helpful to rewrite the
Pontryagin conditions of the finite time problem with the change of variable t = T − t, that
is, reversing time in the adjoint equation, turning it into a forward problem with an initial
condition:

pt −Dpxx −Dpyy −Dxpx −Dypy = θBH(t)αf(x, y, t)− (v1px + v2py)− p(v1x + v2y)− δp−G(u)

Qt −DQxx −DQyy −Qx[Dx + v1]−Qy[Dy + v2] =[
U ′(c(t)) + θ

∫∫
RQ(x′, y′, t)f(x′, y′) dx′ dy′]αBHα−1φp(p(x, y, t), h)− (δ + ρ)Q(x, y, t),

Q(x, y, t) = − U
′(c(x,y,t))

G′(u(x,y,t)) ,

c(t) = BH(t)α −
∫∫
R u(x, y, t) dx dy

H(t) =
∫∫
R φ(p, h) dx dy

p(x, y, 0) = p0(x, y), lim
x→∂RX

px(x, y, t) = lim
y→∂RY

py(x, y, t) = 0,

Q(x, y, 0) = Q0(x, y) = ψp(p(x, y, T ), x, y), lim
x→∂RX

Qx(x, y, t) = lim
y→∂RY

Qy(x, y, t) = 0,
(13)

for (x, y, t) ∈ R× [0, T ].

These equations are then discretized and approximated using the finite difference scheme
detailed in Appendix A for the pollution PDE.
The algorithm consists in an iterative process starting from initial guesses for the reverse-time
shadow price of pollution and for the abatement expenses. The optimal solution to (13) will
then be found as the fixed point of this iterative process. The algorithm proceeds as follows:

• Step 1: We choose two tolerance parameters ε1,ε2 and an initial distribution for pollution
p0 = {p0i,j}i,j=1...J where J is the number of grid points in each space dimension. We make
an initial guess of a sequence {q̂ni,j}n=1...N

i,j=1...J for the adjoint variable, as well as for abatement:
{ûni,j}n=1...N

i,j=1...J , where N = T/∆t. Note that these two guesses uniquely determine the initial
consumption matrix as well.
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• Step 2: As advised in Camacho and Pérez-Barahona (2015), we run an intermediate
loop to speed up the convergence of the algorithm by improving the initial guesses for
consumption and abatement. Namely, for each time step n, we can compute:

cn = BHα −
∑
i,j

ûni,j or, to be more precise, cn = max(0, BHα −
∑
i,j

ûni,j)

using our initial guess for the abatement decisions and the pollution levels of the previ-
ous period, that is {pn−1

i,j }i,j=1...J , to compute Hn−1 which is only an approximation but
arguably one without any significant consequence as p, hence H, are continuous so the
variation between Hn−1 and Hn should be infinitesimally small.
Then, the guess for {û′ni,j}i,j=1...J is updated using the value for cn and the following rela-
tion:

uni,j = (G′)−1[−U
′(cn)
q̂
′n
i,j

]

and cn can be recalculated using the new guess for u and the budget constraint as before.
This two computations process is repeated until the euclidean distance between two con-
secutive outcomes for cn becomes smaller than ε1.
Finally, using {pn−1

i,j }i,j=1...J , cn and {uni,j}i,j=1...J , the values of the pollution prevailing at
time n for each point in space {pni,j}i,j=1...J are computed by applying the Crank-Nicolson
simulation scheme presented in the appendix to the pollution PDE, which is the first
equation of (13).

• Step 3: Once the previous step is completed for all n from 1 to N , we input the values
{pni,j}n=1...N

i,j=1...J , {cn}n=1...N and {uni,j}n=1...N
i,j=1...J into the parabolic PDE corresponding to the

shadow price of pollution Q (i.e. the second equation in (13)) to obtain a new guess for
{qni,j}n=1...N

i,j=1...J . If the euclidean distance between the new values and the previous guess
{q̂ni,j}n=1...N

i,j=1...J is larger than ε2, then Step 2 is iterated with our updated values for q and u
as initial guesses.

5.2 The benchmark case

In this section, the above numerical algorithm is applied to the benchmark setting presented in
Section 3.1. The spatial setting is identical and the time horizon T is taken large enough not
to affect significantly the spatial extent of the problem under consideration, as we will try to
do for each case study. The parameter values and the functional form assumptions are listed in
Table 2. We run the simulations with T = 300, zero initial pollution and the following initial
guesses12: q̂ni,j = −1 ∀n, i, j and ûni,j = 0 ∀n, i, j.

Figure 15 compares the optimally planned outcomes to the results of the Solow-type model,
in the same benchmark case. Notice first that both the state variables (pollution, hence health)
and the controls, consumption and abatement, eventually reach a constant level through time.
Given the parameter values, we find that, in the benchmark setting, the policymaker is able to
address the economy toward a sustainable outcome by implementing intensive environmental
efforts in the first 50 periods of time before reaching a stable situation in which there is still
25% of the total revenue from production being continually allocated to abatement. However,
the uniqueness of this seemingly time-invariant solution cannot be ensured as the condition
G(u) ≤ θBHα

f(x, y) stated in Proposition 3 is verified almost but not everywhere in R.
In addition to the outcomes at the end of the planning period, the optimal controls also affects
the dynamics of the state variables. Accordingly, the health level is improved at any time and

12Having repeated the numerical exercises with a range of different initial guesses for q and u, we can be
confident that our algorithm is robust with respect to the initial guesses in the sense that it ends up generating
the same optimal trajectories in any case.
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Table 2: Parameter values, functional assumptions and initial conditions for the optimal control
problem in the benchmark case

R = [X1, X2]× [Y1, Y2] [−4, 4]× [−4, 4] B 10
(xf , yf ) (0, 0) α 0.65
(xh, yh) (1,−1) θ 0.02
D 0.06 u(x, y, t) 0
pl 0 δ 0.025
ph 5

φ(p(x, y, t), h(x, y, t)) = h(x, y, t)e−γp(x,y,t) γ 0.5

f(x, y, t) = e
−

(x−xf )2+(y−yf )2

2σ2
f σf 0.3

h(x, y, t) = e
− (x−xh)2+(y−yh)2

2σ2
h σh 0.5

U(c) = log(1 + c) ρ 0.03
G(u) = Auν ν 0.5

A 0.012
ψ(p(x, y, T )) = χp(x, y, T ) χ −5

it stabilizes at a higher steady-state level in the optimal control problem than in the problem
without (optimal) environmental policy, and, consequently, so does production. Consumption
exhibits a decreasing profile over time, similarly as production, because of the growing stock of
pollution, but the change in consumption over time actually remains quite low because when
the production is very high initially (as we start from zero initial pollution), abatement expenses
are high as well as it is shown in the third panel of Figure 15, meaning that consumption starts
off at a moderate rate, not so high above its steady-state level.

Figure 15: Evolution over time of aggregate healthy human capital, total pollution stock and
share of the total revenue dedicated to abatement in the benchmark case with optimal con-
sumption and abatement policies (Ramsey-type model) or without optimization and abatement
(Solow-type).

Moreover, we can explore the spatial distribution of the environment abatement decisions,
shown for different scenarios and time steps in Figure 16. We find that u(x, y, t) is characterized
by quite a strong spatial homogeneity in our benchmark case with homogeneous technology (see
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18a and 18b13). The spatial variance of u(x, y, t) in fact exhibits a similar profile over time
as the sum of abatement expenses : in the first 50 periods the "extra" revenue dedicated to
abatement, above the time-invariant level, is primarily allocated across space according to the
location of potential damages described by h, the population density; then, over time, this mild
concentration pattern dissipates and the spatial variance of u(x, y, t) goes to zero.
To investigate further the drivers of the distribution of abatement across space, Figures 16c
and 18b replicate the previous one in a scenario in which the efficiency A(x, y) of the clean-
ing technology described by G(u(x, y, t)) = A(x, y)u(x, y, t)ν is heterogeneous across space, and
more specifically it decreases as we get away from the center of the region (0, 0). In this case,
abatement expenses are heterogeneous across space, concentrating where the efficiency of clean-
ing pollution is higher, without regards for the population distribution. It thus seem that the
distribution of u(x, y, t) is driven by the total abatement potentially achievable more than by
where health improvements could benefit a larger population. However, the total health gains in
this second scenario, where abatement efforts are concentrated, are lower than in the first one,
where abatement is spread out across the whole region, due to the decreasing marginal returns
embedded in function G. It is still an encouraging finding that if, on the contrary, the most
populated area happens to be the one with the best technology as well, the impact of abatement
activities on global health will be larger as they are concentrated in this highly developed and
dense pole.

5.3 Geographical case studies

We apply the same numerical algorithm to solve the optimal control problem in the spatial
settings presented in Section 3.2. The results in either of these case studies are in reality similar
to the benchmark case to a surprising extent. Figure 17 plots, for the three case studies, the
evolution of total health in the optimal control problem as well as the evolution of the revenue
being dedicated to abatement activities (total amount and share of total revenue). Interest-
ingly, the observation that around 25 to 30% of production revenues are allocated to abatement
in steady-state seems to be robust to the spatial setting, while the fact that a time-invariant
equilibrium is reached means that optimal policy allowed the economy to follow a sustainable
development path. Furthermore, notice that the difference in total abatement expenses are to be
related to differences in financial capacity: the society described in Case study 2 has the lowest
health level, hence the lowest production level, which can explain that it also spends less in total
for abatement. However, we can observe that this economy not only produces less but devotes
a relatively lower budget share to abatement than what is observed in the other examples. As
we will get back to at the end of this section, this may be a consequence of the convexity of
the damage function (with φpp > 0) which entails that the marginal damage of pollution goes
down with the prevailing level of pollution. Therefore, in a situation characterized by a spatial
concentration of pollution, thus summing up to high levels (as a consequence of the surrounding
mountain ranges in the case of Grenoble), it becomes less profitable, in terms of the marginal
improvement in health one can hope for, to divert resources away from consumption in order to
engage in abatement in comparison to less polluted economies, which is a questionable outcome
stemming from the model specification.

The magnitude of the global health gains with optimally planned policies in comparison to
the outcomes of the Solow-type model is of the same order in every case, although, in each
example, the abatement activities seem to modify the outcomes of some areas more than others,
as illustrated in Figure 18. Note that, as in the benchmark case, the abatement expenses exhibit
a strong homogeneity across space, except in the very beginning of the time period where it is
slightly higher in more populated areas. Nonetheless, we still observe that the optimal policy

13The color variations in these figures may be misleading but note that they actually span a very small range
of values
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(a) u(x, y, t = 10) with homogeneous
cleaning efficiency.

(b) u(x, y, t = T ) with homogeneous
cleaning efficiency.

(c) u(x, y, t = 10) with heterogeneous
cleaning efficiency.

(d) u(x, y, t = T ) with heterogeneous
cleaning efficiency.

Figure 16: Spatial distribution of abatement costs u(x, y, t) in the benchmark case for the
abatement technology G(u(x, y, t)) = A(x, y)u(x, y, t)ν with homogeneous A(x, y) = 0.012 or
heterogeneous A(x, y) = 0.012× e−

x2+y2

2∗22 .

benefits some areas more than other, such as Voiron, the city outside of the Grenoble valley,
or Bhongiri, the municipality which is far away downstream in our third example, while the
effects are sizeable for the core and the periphery in the first example. Again this does not
arise from spatially differentiated policies, but from the shape of the damage function and from
the impacts on the transport process. Regarding the latter point, notice in Figure 18c how the
abatement policy drastically reduces pollution downstream in Bhongiri, changing not only the
level but the dynamics of health over time: this is partly due to the local cleaning, but also to the
reduction of pollution accruing from the river stream, due to the abatement efforts undertaken
upstream. On the other hand, the functional form of the damage function (which is such that
φp(p, h) < 0 and φpp(p, h) > 0) implies that a unit of pollution is more harmful if it adds up
to a low stock of pollution than in a highly polluted area. Consequently, under homogeneous
abatement efficiency, if the same amount u is allocated to two points in space with the exact
same population density, it will have a larger positive effect on health in the location that was
initially the least polluted. This last comment may be a potential explanation to understand the
puzzling finding that abatement optimal policies end up being almost perfectly homogeneous
across space, despite the significant spatial heterogeneity that characterizes the production and
population distributions, as well as the dispersal of pollution across time, in every example
that we have studied. The alternative justification suspected by the author is an inadequate
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specification of the abatement function G, implying a very narrow range for u, hence making
the differences across space seemingly negligible. This will thus be the subject of continuing
research.

Figure 17: Evolution over time of aggregate healthy human capital and of the revenue dedicated
to abatement (in terms of amount and in terms of share of total production) in our three case
studies, with optimal consumption and abatement policies (Ramsey-type model)

(a) Case study 1 (b) Case study 2

(c) Case study 3

Figure 18: Evolution of the average health discount factor e−λp(x,y,t) prevailing in various regions
with and without optimal policy, denoted respectively by Ramsey-type and Solow-type problems
(a result equal to 1 indicating zero pollution).
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6 Conclusion
This master’s thesis project has encompassed plural objectives with theoretical and technical
contributions. A model was developed to study the relationship of industrial production and
pollution with health externalities in continuous time and two-dimensional space and the role
of geographical factors in this process. Appropriate numerical tools were then elaborated to
provide insightful illustrations of the behavior of the model, including the role of relevant spatial
features such as distance, agglomeration, natural pollution decay and advective transport, which
constitutes a novelty of this work with regards to the spatial economic growth literature, in addi-
tion to the consideration of two space dimensions and spatially variable coefficients, in a constant
search for realism. The analysis of the spatio-temporal dynamics of production, pollution and
health was undertaken in a benchmark schematic framework before being applied to more styl-
ized geographical settings representing popular economic geography models (Case study 1 ) or
real world contexts in their specific economic and ecological environment (Case studies 2 & 3 ).
These examples come together to show how geography matters for the sustainable development
issue as well as for social inequalities with spatial characteristics, and it all the more emphasizes
the applicability of the model to a variety of problems and spatial configurations.
An extension of the model into an optimal control problem with consumption and abatement
optimal policies was then studied. First order necessary optimality conditions were analyti-
cally derived and the optimal control problem was numerically solved in the previously defined
example settings, allowing for the comparison of optimally planned outcomes to the baseline
outcomes without optimization. This exercise suggests that spatially dependent policies are es-
sential to enhance welfare and achieve global environmental objectives. As previously discussed,
the results of the optimal control problems may however seem confounding and the eventual im-
provement of its specification will be the subject of further research. Nevertheless, the mere fact
that we are able to obtain results, despite the technical issues induced by the two-dimensional
heterogeneous space structure and the resulting complexity of the optimality conditions, even
more in scenarios with very different spatial settings and pollution transport characteristics, re-
mains a very encouraging outcome. It proves that the economic–ecological modeling framework
proposed throughout this dissertation indeed allows to represent realistic situations and shows
flexibility to be potentially tailored in more details to pollution problems like the Grenoble or
Hyderabad contexts and to provide a thoroughly calibrated empirical study. Applications will
be the subject of continuing research, and constitutes perhaps the most striking originality of
this work with regards to the related spatial economic growth literature. Of course, the interest
in representing relevant, meaningful, but highly-stylized scenarios is of course to be traded-off
with technical complexity and generalizability.

In terms of other future research prospects, the most appealing or at least more obvious
extension of the model is to consider population spatio-temporal dynamics in addition to that
of pollution, including potentially population growth, mortality and mobility. It would be par-
ticularly interesting for instance to consider irreversibility in the impact of pollution on health,
including long-term effects on life expectancy of the population in the vein of Marsiglio et al.
(2019) for example. A second set of considerations revolve around the role of the policy maker
in this setting and the relevance of various policy options. This framework could be exploited to
explore a variety of spatially differentiated optimal policies to deal with the spatial externalities
generated by production, from simple taxation schemes to optimal land settlement regulations
or territorial development policies (see for instance an interesting take on the optimal design
of buffer zones in Augeraud-Véron et al. (2021)). The possibility of decentralized policy im-
plementation and the appropriate level of governance (local decision-makers versus a global
policy-maker) are also, of course, popular questions of interest in the literature.
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Appendices
A Numerical scheme for PDE solving
We numerically solve our pollution PDE using a Crank–Nicolson finite difference approximation.
The idea underlying this method is to replace the second derivatives with respect to space with
an average of the FTCS (Forward Time Centered Space) explicit and implicit schemes, and
replace the derivative with respect to time with a forward difference in time. This is a second-
order method in space and time, implicit in time, and it is known to be unconditionally stable
and highly accurate.
For this purpose, we set up a rectangular, equidistant grid for the space domain, with (J + 1)×
(J + 1) grid points and mesh size h = ∆x = ∆y = 1

J+1 , such that Rh := {(ih, jh) : i, j =
1, ..., J − 1}. Then, if v is a function defined on the grid, we denote v(ih, jh, n∆t) = vni,j .

pt = θF (H)f(x, y, t) +∇ · (D∇p)−∇ · (V p)− δp−G(u)
= θF (H)f(x, y, t) +D∇2p+ (∇ ·D)(∇ · p)− V T (∇p)− p(∇ · V )− δp−G(u)
= θF (H)f(x, y, t) +D(pxx + pyy) +Dxpx +Dypy − (v1px + v2py)− p(v1x + v2y)− δp−G(u)

Then, we will use second-order centred-space differencing to obtain a discrete approximation of
the Laplace operators inside the grid, namely:

∇2p(x, y, t) = pxx + pyy

= 1
2h2 [(pn+1

i+1,j + pn+1
i−1,j + pn+1

i,j−1 + pn+1
i,j+1 − 4pn+1

i,j ) + (pni+1,j + pni−1,j + pni,j−1 + pni,j+1 − 4pni,j)]

and first-order centered differencing14 to approximate the spatial derivatives:

∂p(x, y, t)
∂x

= px = 1
2h [

pni+1,j − pni−1,j
2 +

pn+1
i+1,j − p

n+1
i−1,j

2 ]

Similarly, the space derivatives of D, v1 and v2 are approximated by central differences. For
instance, we compute: Di,j

x = Di+1,j−Di−1,j

2h .

With the Crank–Nicolson discretization, the finite difference analog to our PDE problem can
then be written:

pn+1
i,j −p

n
i,j

∆t = Di,j

2h2 [(pn+1
i+1,j + pn+1

i−1,j + pn+1
i,j−1 + pn+1

i,j+1 − 4pn+1
i,j ) + (pni+1,j + pni−1,j + pni,j−1 + pni,j+1 − 4pni,j)]

+Di,jx −vi,j1
4h [(pni+1,j − pni−1,j) + (pn+1

i+1,j − p
n+1
i−1,j)] + Di,jy −vi,j2

4h [(pni,j+1 − pni,j−1) + (pn+1
i,j+1 − p

n+1
i,j−1)]

+θBH(n∆t)αf(ih, jh, t)− pni,j(δ + v1
i,j
x + v2

i,j
y )−G(uni,j))

with H(t) = ∑
(x,y) φ(p(x, y, t), h(x, y, t), x, y),

p0
i,j given,
p(X1 − h, jh, n∆t) = p(X1 + h, jh, n∆t), p(X2 − h, jh, n∆t) = p(X2 + h, jh, n∆t) ∀n and ∀j = 0, ..., J,
p(ih, Y1 − h, n∆t) = p(ih, Y1 + h, n∆t), p(ih, Y2 − h, n∆t) = p(ih, Y2 + h, n∆t) ∀n and ∀i = 0, ..., J

Note that the last expressions correspond the Neumann boundary conditions, while the first
equation only holds inside the grid, that is in Rh := {(ih, jh) : i, j = 1, ..., J − 1} and it defines
a linear system of (J − 1)× (J − 1) equations with (J + 1)× (J + 1). The boundary conditions

14We will however prefer to use an upwind differencing scheme (px = 1
h

[
pn

i,j−p
n
i−1,j

2 +
pn+1

i,j
−pn+1

i−1,j

2 ]) for advection-
dominated equations, in which case it is less accurate but more stable than centered differencing, provided that
the Courant–Friedrichs–Lewy holds: max(V )∆t

h
≤ 1.
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supply the four missing equations.
The first equation can be rearranged as such:

pn+1
i,j = pni,j + Di,j∆t

2h2 [(pn+1
i+1,j + pn+1

i−1,j + pn+1
i,j−1 + pn+1

i,j+1 − 4pn+1
i,j ) + (pni+1,j + pni−1,j + pni,j−1 + pni,j+1 − 4pni,j)]

+ (Di,j
x − v

i,j
1 )∆t

4h [(pni+1,j − pni−1,j) + (pn+1
i+1,j − p

n+1
i−1,j)] +

(Di,j
y − v

i,j
2 )∆t

4h [(pni,j+1 − pni,j−1) + (pn+1
i,j+1 − p

n+1
i,j−1)]

+ ∆t[θBH(n∆t)αf(ih, jh, t)− pni,j(δ + v1
i,j
x + v2

i,j
y )−G(uni,j))]

⇐⇒ (1 + 2µi,j)pn+1
i,j −

µi,j + αi,j

2 pn+1
i+1,j −

µi,j − αi,j

2 pn+1
i−1,j −

µi,j + βi,j

2 pn+1
i,j+1 −

µi,j − βi,j

2 pn+1
i,j−1 =

(1− 2µ− δ∆t)pni,j + µi,j + αi,j

2 pni+1,j + µi,j − αi,j

2 pni−1,j + µi,j + βi,j

2 pni,j+1 + µi,j − βi,j

2 pni,j−1

+ ∆t[θBH(n∆t)αf(ih, jh, t)− pni,j(δ + v1
i,j
x + v2

i,j
y )−G(uni,j))]

with µi,j = Di,j∆t
h2 , αi,j = (Di,jx −vi,j1 )∆t

2h and βi,j = (Di,jy −vi,j2 )∆t
2h .

The equation can be expressed in matrix-vector form

Ahp
n+1
h = Bhp

n
h + fnh

where pn+1
h is the vector

pn+1
h := (pn+1

1,1 , ..., pn+1
1,J−1, p

n+1
2,1 , ..., pn+1

2,J−1, p
n+1
J−1,1, ..., p

n+1
J−1,J−1)T

such that the numbering scheme verifies pni,j = pn(i−1)J+j and fh is defined in a similar way as
the vector of the remaining of the right-hand sides: fni,j = ∆t[θBH(n∆t)αf(ih, jh, t)−G(uni,j))].
Hence, the left-hand side can be rewritten as:

(1+2µi,j)pn+1
(i−1)J+j−

µi,j + αi,j

2 pn+1
iJ+j−

µi,j − αi,j

2 pn+1
(i−2)J+j−

µi,j + βi,j

2 pn+1
(i−1)J+j+1−

µi,j − βi,j

2 pn+1
(i−1)J+j−1

Then, Ah is the following (J − 1)2 × (J − 1)2 sparse matrix :

(1 + 2µ) −µ+β
2 . . . −µ+α

2 0 . . . . . . . . . . . . 0
−µ−β

2
. . . . . . . . . . . . . . . ...

−µ−α
2 . . . −µ−β

2 (1 + 2µ) −µ+β
2 . . . −µ+α

2 0 . . . 0
0 −µ−α

2 . . . −µ−β
2 (1 + 2µ) −µ+β

2 . . . −µ+α
2 . . . 0

... . . . ...
0 . . . . . . . . . . . . 0 −µ−α

2 . . . −µ−β
2 (1 + 2µ)


where µ = µi,j in row (i− 1)J + j. Similarly, for the right-hand side matrix, we get:

Bh =



(1− 2µ− δ∆t) µ+β
2 . . . µ+α

2 0 . . . . . . . . . . . . 0
µ−β

2
. . . . . . . . . . . . . . . ...

µ−α
2 . . . µ−β

2 (1− 2µ− δ∆t) µ+β
2 . . . µ+α

2 0 . . . 0
0 µ−α

2 . . . µ−β
2 (1− 2µ− δ∆t) µ+β

2 . . . µ+α
2 . . . 0

... . . . ...
0 . . . . . . . . . . . . 0 µ−α

2 . . . µ−β
2 (1− 2µ− δ∆t)


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Then, using these two matrices which can be computed using the initial data of the problem,
we can iterate the following recurrence relation to obtain the value of p at any time and each
space point:

pn+1
h = A−1

h (Bhpnh + fnh )

The previous matrices need, however, to be corrected on the borders to incorporate our Neumann
boundary conditions, and ultimately convert our system into a system of equations involving
a square matrix, namely, as a system with (J + 1) × (J + 1) equations and (J + 1) × (J + 1)
unknowns.
Applying the finite difference scheme at the boundary points, for instance at x = X2, yields:

∇ · (D∇p)−∇ · (V p) =
DJ,j

2h2 [(pn+1
J+1,j + pn+1

J−1,j + pn+1
J,j−1 + pn+1

J,j+1 − 4pn+1
J,j ) + (pnJ+1,j + pnJ−1,j + pnJ,j−1 + pnJ,j+1 − 4pnJ,j)]

+ DJ,j
x − v

J,j
1

4h [(pnJ+1,j − pnJ−1,j) + (pn+1
J+1,j − p

n+1
J−1,j)] +

DJ,j
y − v

J,j
2

4h [(pnJ,j+1 − pnJ,j−1) + (pn+1
J,j+1 − p

n+1
J,j−1)]

= DJ,j

2h2 [2pn+1
J−1,j + pn+1

J,j−1 + pn+1
J,j+1 − 4pn+1

J,j ) + (2pnJ−1,j + pnJ,j−1 + pnJ,j+1 − 4pnJ,j)]

+
DJ,j
y − v

J,j
2

4h [(pnJ,j+1 − pnJ,j−1) + (pn+1
J,j+1 − p

n+1
J,j−1)]

using the boundary conditions.
Accordingly, we can define the additional four equations of the system:

pn+1
0,j = pn0,j + D0,j∆t

2h2 [(2pn+1
1,j + pn+1

0,j−1 + pn+1
0,j+1 − 4pn+1

0,j ) + (2pn1,j + pn0,j−1 + pn0,j+1 − 4pn0,j)]
+∆tD

0,j
y −v0,j

2
4h [(pn0,j+1 − pn0,j−1) + (pn+1

0,j+1 − p
n+1
0,j−1)] + fn0,j

pn+1
J,j = pnJ,j + DJ,j∆t

2h2 [2pn+1
J−1,j + pn+1

J,j−1 + pn+1
J,j+1 − 4pn+1

J,j ) + (2pnJ−1,j + pnJ,j−1 + pnJ,j+1 − 4pnJ,j)]
+∆tD

J,j
y −vJ,j2

4h [(pnJ,j+1 − pnJ,j−1) + (pn+1
J,j+1 − p

n+1
J,j−1)] + fnJ,j

pn+1
i,0 = pni,0 + Di,0∆t

2h2 [(2pn+1
i,1 + pn+1

i−1,0 + pn+1
i+1,0 − 4pn+1

i,0 ) + (2pni,1 + pni−1,0 + pni+1,0 − 4pni,0)]
+∆tD

i,0
x −vi,01

4h [(pni+1,0 − pni−1,0) + (pn+1
i+1,0 − p

n+1
i−1,0)] + fni,0

pn+1
i,J = pni,J + Di,J∆t

2h2 [(2pn+1
i,J−1 + pn+1

i−1,J + pn+1
i+1,J − 4pn+1

i,J ) + (2pni,J−1 + pni−1,J + pni+1,J − 4pni,J)]
+∆tD

i,J
x −vi,J1

4h [(pni+1,J − pni−1,J) + (pn+1
i+1,J − p

n+1
i−1,J)] + fni,J

⇐⇒



(1 + 2µ0,j)pn+1
0,j − µ0,jpn+1

1,j −
µ0,j+β0,j

2 pn+1
0,j+1 −

µ0,j−β0,j

2 pn+1
0,j−1 =

(1− 2µ0,j − δ∆t)pn0,j + µ0,jpn1,j + µ0,j+β0,j

2 pn0,j+1 + µ0,j−β0,j

2 pn0,j−1 + fn0,j

(1 + 2µJ,j)pn+1
J,j − µJ,jp

n+1
J−1,j −

µJ,j+βJ,j
2 pn+1

J,j+1 −
µJ,j−βJ,j

2 pn+1
J,j−1 =

(1− 2µJ,j − δ∆t)pnJ,j + µJ,jpnJ−1,j + µJ,j+βJ,j
2 pnJ,j+1 + µJ,j−βJ,j

2 pnJ,j−1 + fnJ,j

(1 + 2µi,0)pn+1
i,0 − µi,0p

n+1
i,1 −

µi,0+αi,0
2 pn+1

i+1,0 −
µi,0−αi,0

2 pn+1
i−1,0 =

(1− 2µi,0 − δ∆t)pni,0 − µi,0pni,1 −
µi,0+αi,0

2 pni+1,0 −
µi,0−αi,0

2 pni−1,0 + fni,0

(1 + 2µi,J)pn+1
i,J − µi,Jp

n+1
i,J−1 −

µi,J+αi,J
2 pn+1

i+1,J −
µi,J−αi,J

2 pn+1
i−1,J =

(1− 2µi,J − δ∆t)pni,J − µi,Jpni,J−1 −
µi,J+αi,J

2 pni+1,J −
µi,J−αi,J

2 pni−1,J + fni,J

So, we redefine our matrix expression AAhpn+1
h = BBhp

n
h + fnh where pn+1

h is the vector

pn+1
h := (pn+1

0,0 , ..., pn+1
0,J , p

n+1
1,0 , ..., pn+1

1,J , . . . , p
n+1
J,0 , ..., pn+1

J,J )T

and fh is still defined as the vector of the remaining of the right-hand sides, with the same
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numbering format: fni,j = ∆t[θBH(n∆t)αf(ih, jh, t)− pni,j(δ + v1
i,j
x + v2

i,j
y )−G(uni,j))].

Then, AAh is the following (J + 1)2 × (J + 1)2 sparse matrix:

(1 + 2µ0,0) −µ0,0 . . .
J−1

−µ0,0 . . . . . . . . . . . . . . .

−µ
0,1−β0,1

2 (1 + 2µ) −µ
0,1+β0,1

2 . . .
J−1

−µ0,1 . . . . . . . . . . . .

...J−1
. . . . . . −µ0,J (1 + 2µ0,J) 0 . . .

J−1
−µ0,J . . . . . .

. . . −µ
1,0−α1,0

2 . . .
J−1

0 (1 + 2µ1,0) −µ1,0 . . .
J−1

−µ
1,0+α1,0

2 . . .

0. . .
J

−µ
1,1−α1,1

2 . . . −µ
1,1−β1,1

2 (1 + 2µ1,1) −µ
1,1+β1,1

2 . . . −µ
1,1+α1,1

2 . . .

...J−1

. . . −µ
1,J −α1,J

2 . . . −µ1,J (1 + 2µ1,J) −µ1,J . . . −µ
1,1+α1,J

2 . . .

...
...

...

. . . . . . . . . . . . −µJ,J−1 . . .
J−1

−µ
J,J−1−βJ,J−1

2 (1 + 2µJ,J−1) −µ
J,J−1+βJ,J−1

2

. . . . . . . . . . . . . . . −µJ,J . . .
J−1

−µJ,J (1 + 2µJ,J)


and BBh is modified in the same way. Here again, one can then find the value of p at any time
by iterating the following equation: pn+1

h = AA−1
h (BBhpnh + fnh ).

This adapted Crank–Nicolson method is unconditionnally stable, provided that the source term
verifies (δ + v1x + v2y)∆t ≤ 2. Note that this essentially constrains the amount of spatial
variation contained in V , and similarly, it was observed in our various simulation exercises that
the scheme also requires low enough variation in the diffusion coefficients (that is, low enough
Dx and Dy) to be numerically stable.

B Proposition 1 Proof
We use the Ekeland variational principle to obtain the Pontryagin conditions of the problem.
Following this procedure, we write the value function V associated to the problem as a function
of c, u, p and H as follows:

V(c, u, p,H) =
∫ ∞

0

∫∫
R
U(c(x, y, t))h(x, y, t)e−ρt dx dy dt

−
∫ ∞

0

∫∫
R
q(x, y, t)

[
pt −

∂

∂x

[
Dpx

]
− ∂

∂y

[
Dpy

]
+ ∂

∂x

[
v1p
]

+ ∂

∂y

[
v2p
]
− θBH(t)αf(x, y, t) + δp+G(u)

]
dx dy dt

−
∫ ∞

0
m(t)

[
H(t)−

∫∫
R
φ(h, p) dx dy

]
dt−

∫ ∞
0

n(t)
[ ∫∫

R
c(x, y, t)h(x, y, t) + u(x, y, t) dx dy −BH(t)α

]
dt

where q, m and n are auxiliary functions.

Using integration by parts, we re-arrange some integral terms in V :∫ ∞
0

∫∫
R
q(x, y, t)pt(x, y, t) dx dy dt =

∫∫
R
q(x, y, t)p(x, y, t)

∣∣∣∞
0
dx dy −

∫ ∞
0

∫∫
R
qt(x, y, t)p(x, y, t) dx dy dt
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∫ ∞
0

∫∫
R
q(x, y, t) ∂

∂x

[
Dpx

]
dx dy dt =

∫ ∞
0

∫ Y2

Y1
q(x, y, t)Dpx(x, y, t)

∣∣∣X2

X1
dy dt−

∫ ∞
0

∫∫
R
qx(x, y, t)Dpx(x, y, t) dx dy dt

=
∫ ∞

0

∫ Y2

Y1
q(x, y, t)Dpx(x, y, t)

∣∣∣X2

X1
dy dt−

∫ ∞
0

∫ Y2

Y1
qx(x, y, t)Dp(x, y, t)

∣∣∣X2

X1
dy dt

+
∫ ∞

0

∫∫
R

∂

∂x

[
qxD

]
p(x, y, t) dx dy dt

=
∫ ∞

0

∫ Y2

Y1
q(x, y, t)Dpx(x, y, t)

∣∣∣X2

X1
dy dt−

∫ ∞
0

∫ Y2

Y1
qx(x, y, t)Dp(x, y, t)

∣∣∣X2

X1
dy dt

+
∫ ∞

0

∫∫
R

[
qxxD + qxDx

]
p(x, y, t) dx dy dt

∫ ∞
0

∫∫
R
q(x, y, t) ∂

∂x

[
v1p
]
dx dy dt =

∫ ∞
0

∫ Y2

Y1
q(x, y, t)v1p(x, y, t)

∣∣∣X2

X1
dy dt−

∫ ∞
0

∫∫
R
qx(x, y, t)v1p(x, y, t) dx dy dt

∫ ∞
0

∫∫
R
q(x, y, t) ∂

∂y

[
Dpy

]
dx dy dt =

∫ ∞
0

∫ X2

X1
q(x, y, t)Dpy(x, y, t)

∣∣∣Y2

Y1
dy dt−

∫ ∞
0

∫∫
R
qy(x, y, t)Dpy(x, y, t) dx dy dt

=
∫ ∞

0

∫ X2

X1
q(x, y, t)Dpy(x, y, t)

∣∣∣Y2

Y1
dy dt−

∫ ∞
0

∫ X2

X1
qy(x, y, t)Dp(x, y, t)

∣∣∣Y2

Y1
dy dt

+
∫ ∞

0

∫∫
R

∂

∂y

[
qyD

]
p(x, y, t) dx dy dt

=
∫ ∞

0

∫ X2

X1
q(x, y, t)Dpy(x, y, t)

∣∣∣Y2

Y1
dy dt−

∫ ∞
0

∫ X2

X1
qy(x, y, t)Dp(x, y, t)

∣∣∣Y2

Y1
dy dt

+
∫ ∞

0

∫∫
R

[
qyyD + qyDy

]
p(x, y, t) dx dy dt

∫ ∞
0

∫∫
R
q(x, y, t) ∂

∂y

[
v2p
]
dx dy dt =

∫ ∞
0

∫ X2

X1
q(x, y, t)v2p(x, y, t)

∣∣∣Y2

Y1
dy dt−

∫ ∞
0

∫∫
R
qy(x, y, t)v2p(x, y, t) dx dy dt

We then obtain:

V =
∫ ∞

0

∫∫
R
U(c(x, y, t))h(x, y, t)e−ρt dx dy dt−

∫∫
R
q(x, y, t)p(x, y, t)

∣∣∣∞
0
dx dy +

∫ ∞
0

∫∫
R
qt(x, y, t)p(x, y, t) dx dy dt

+
∫ ∞

0

∫ Y2

Y1
q(x, y, t)Dpx(x, y, t)

∣∣∣X2

X1
− qx(x, y, t)Dp(x, y, t)

∣∣∣X2

X1
− q(x, y, t)v1p(x, y, t)

∣∣∣X2

X1
dy dt

+
∫ ∞

0

∫∫
R

[
qxxD + qx[Dx + v1]

]
p(x, y, t) dx dy dt

+
∫ ∞

0

∫ X2

X1
q(x, y, t)Dpy(x, y, t)

∣∣∣Y2

Y1
− qy(x, y, t)Dp(x, y, t)

∣∣∣Y2

Y1
dx dt− q(x, y, t)v2p(x, y, t)

∣∣∣Y2

Y1
dy dt

+
∫ ∞

0

∫∫
R

[
qyyD + qy[Dy + v2]

]
p(x, y, t) dx dy dt

−
∫ ∞

0

∫∫
R
q(x, y, t)[−θBH(t)αf(x, y, t) +G(u(x, y, t)) + δp(x, y, t)] dx dy dt

−
∫ ∞

0
m(t)[H(t)−

∫∫
R
φ(p, h) dx dy] dt−

∫ ∞
0

n(t)[
∫∫
R
c(x, y, t)h(x, y, t) + u(x, y, t) dx dy −BHα] dt

Then, assuming there exists at least a solution to the social optimum, the Ekeland variational
principle ensures the existence of a maximum value for V (if V is upper semi-continuous). Hence,
any feasible solution satisfying (7) can be written as a deviation from the optimal solution
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(c∗, u∗, p∗, H∗):

c(x, y, t) = c∗(x, y, t) + εκ(x, y, t)
u(x, y, t) = u∗(x, y, t) + εΥ(x, y, t)
p(x, y, t) = p∗(x, y, t) + εΠ(x, y, t)
H(t) = H∗(t) + εΩ(t)

where κ, Υ, Π, Ω are real functions of (x, y, t) ∈ R × R+.The optimal solution then results
from minimizing V with respect to ε, which is the deviation of the trajectory from the optimal
solution. Hence, we take the first order derivative of the value function V with respect to ε:

∂V(c, u, p,H)
∂ε

=
∫ ∞

0

∫∫
R
U ′(c(x, y, t))h(x, y, t)e−ρtκ(x, y, t) dx dy dt−

∫∫
R
q(x, y, t)Π(x, y, t)

∣∣∣∞
0
dx dy

+
∫ ∞

0

∫∫
R

Π(x, y, t)[qt(x, y, t) + qxxD + qx[Dx + v1] + qyyD + qy[Dy + v2]] dx dy dt

−
∫ ∞

0

∫ Y2

Y1
Dqx(x, y, t)Π(x, y, t)

∣∣∣X2

X1
dy dt−

∫ ∞
0

∫ Y2

Y1
v1q(x, y, t)Π(x, y, t)

∣∣∣X2

X1
dy dt

−
∫ ∞

0

∫ X2

X1
Dqy(x, y, t)Π(x, y, t)

∣∣∣Y2

Y1
dx dt−

∫ ∞
0

∫ X2

X1
v2q(x, y, t)Π(x, y, t)

∣∣∣Y2

Y1
dx dt

−
∫ ∞

0

∫∫
R
q(x, y, t)[−θBαHα−1Ω(t)f(x, y, t) + Υ(x, y, t)G′(u(x, y, t)) + δΠ(x, y, t)] dx dy dt

−
∫ ∞

0
m(t)[Ω(t)−

∫∫
R

Π(x, y, t)φp(p, h) dx dy] dt

−
∫ ∞

0
n(t)[

∫∫
R

(κ(x, y, t)h(x, y, t) + Υ(x, y, t)) dx dy −BαHα−1Ω(t)] dt

To get the necessary conditions for ∂V(c,u,p,H)
∂ε = 0, we group all the elements multiplying κ, Υ,

Π and Ω, and equate each of them to zero. Rhus, we need:
κ : U ′(c(x, y, t))e−ρt = n(t)
Υ : q(x, y, t)G′(u(x, y, t)) + n(t) = 0
Π : qt(x, y, t) + qxxD + qx[Dx + v1] + qyyD + qy[Dy + v2] +m(t)φp(p, h) = δq(x, y, t)
Ω : m(t)− n(t)αBHα−1 = θαBHα−1 ∫∫

R q(x, y, t)f(x, y, t) dx dy

Then, detrending co-state variables, with Q(x, y, t) := q(x, y, t)eρt, N(x, y, t) := n(x, y, t)eρt,
M(x, y, t) := m(x, y, t)eρt, we obtain the following necessary conditions:
κ : U ′(c(x, y, t)) = N(t)
Υ : Q(x, y, t)G′(u(x, y, t)) +N(t) = 0
Π : Qt(x, y, t) +DQxx +Qx[Dx + v1] +QyyD +Qy[Dy + v2] +M(t)φp(p, h) = (δ + ρ)Q(x, y, t)
Ω : M(t) = αBHα−1(N(t) + θ

∫∫
RQ(x, y, t)f(x, y, t) dx dy)

To these conditions, we add the spatial boundary and transversality necessary conditions which
can be written as follows:

lim
x→∂RX

e−ρtDQx(x, y, t)p(x, y, t) = 0, lim
x→∂RX

e−ρtv1Q(x, y, t)p(x, y, t) = 0 , ∀y ∈ [Y1, Y2], ∀t ∈ R+

lim
y→∂RY

e−ρtDQy(x, y, t)p(x, y, t) = 0, lim
y→∂RY

e−ρtv2Q(x, y, t)p(x, y, t) = 0 , ∀x ∈ [X1, X2], ∀t ∈ R+,

lim
t→+∞

e−ρtQ(x, y, t)p(x, y, t) = 0 , ∀(x, y) ∈ R.
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Finally, after substituting the co-state variables into the dynamic equation for q (using the
expression for M(t)) and recalling the assumption that V and D are essentially bounded, we
obtain the set of first-order necessary optimal conditions presented in Proposition 1:

pt −Dpxx −Dpyy −Dxpx −Dypy = θBH(t)αf(x, y, t)− (v1px + v2py)− p(v1x + v2y)− δp−G(u)
Qt +DQxx +DQyy +Qx[Dx + v1] +Qy[Dy + v2]

+
[
U ′(c(x, y, t)) + θ

∫∫
RQ(x′, y′, t)f(x′, y′) dx′ dy′]αBHα−1φp(p, h) = (δ + ρ)Q(x, y, t),

Q(x, y, t) = − U
′(c(x,y,t))

G′(u(x,y,t)) ,∫∫
R c(x, y, t)h(x, y, t) + u(x, y, t) dx dy = BH(t)α

H(t) =
∫∫
R φ(p, h) dx dy

p(x, y, 0) = p0(x, y), lim
x→∂RX

px(x, y, t) = lim
y→∂RY

py(x, y, t) = 0,

lim
x→∂RX

e−ρtQx(x, y, t)p(x, y, t) = lim
y→∂RY

e−ρtQy(x, y, t)p(x, y, t) = 0,

lim
t→+∞

e−ρtQ(x, y, t)p(x, y, t) = 0,

for (x, y, t) ∈ R× R+.

C Proposition 3 Proof
To determine sufficient conditions for the existence and uniqueness of the solution to system S,
we restrict the problem to a case with diffusion only (system SD with V = 0) and we make use
of the Theorem 1 proved in Camacho and Pérez-Barahona (2015), based on Pao (1992).
Since all theorems apply to positive solutions and the negativity of Q is known from the opti-
mality condition Q(x, y, t) = − U

′(c(x,y,t))
G′(u(x,y,t)) , we will study the existence and uniqueness of time-

invariant solutions to a modified system with q̃ = −Q :

S̃D

−
∂
∂x

[
Dpx

]
(x, y)− ∂

∂y

[
Dpy

]
(x, y) = θBHαf(x, y)− δp(x, y)−G(u(x, y))

− ∂
∂x

[
Dq̃x

]
− ∂

∂y

[
Dq̃y

]
= −

[
U ′(c)− θ

∫∫
R q̃(x′, y′)f(x′, y′) dx′ dy′

]
αBHα−1φp(p, h)− (δ + ρ)q̃(x, y)

We want to compute the derivatives of the reaction terms:

f1 = θBHαf(x, y)− δp(x, y)−G(u(x, y)) and

f2 = −
[
U ′(c)− θ

∫∫
R
q̃(x′, y′)f(x′, y′) dx′ dy′

]
αBHα−1φp(p, h)− (δ + ρ)q̃(x, y)

with respect to p and q̃. First,

∂f1
∂q̃

= −G′∂u
∂q̃

To get the derivatives of u, we rewrite the condition that uniquely defines it:

J(u, p, q̃) = U ′(c) +Q(x, y)G′(u(x, y)) = U ′(c)− q̃G′

By the Implicit Function Theorem, we have:

∂u

∂q̃
= −∂J/∂q̃

∂J/∂u
= G′

−q̃G′′
≥ 0

∂u

∂p
= −∂J/∂p

∂J/∂u
= 0
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Therefore we know ∂f1
∂q̃ ≤ 0 and we derive conditions under which ∂(f1/p)

∂p ≤ 0, in order to satisfy
the Theorem’s hypothesis:

f1
p

= θBHαf(x, y)−G(u)
p

− δ =⇒ ∂(f1/p)
∂p

=
p[θαBHα−1f(x, y)∂H∂p −G′(u)∂u∂p ]− [θBHαδ0 −G(u)]

p2

= −θBH
αf(x, y) +G(u)

p2

Then, ∂(f1/p)
∂p ≤ 0 if G(u) ≤ θBHαf(x, y).

Furthermore, under the problem assumptions, we have :

f2
q̃

= −
[
U ′(c)− θ

∫∫
R
q̃(x′, y′)f(x′, y′) dx′ dy′

]αBHα−1φp(p, h)
q̃

− (δ + ρ)

∂(f2/q̃)
∂q̃

=

[
U ′(c)− θ

∫∫
R q̃(x′, y′)f(x′, y′) dx′ dy′

]
αBHα−1φp(p, h)

q̃2

As φp(p, h) < 0 by assumption, the sign ∂(f2/q̃)
∂q̃ has the opposite sign of the term in brackets.

We now want to derive conditions under which ∂f2
∂p has the same sign as ∂(f2/q̃)

∂q̃ :

∂f2
∂p

= −
[
U ′(c)− θ

∫∫
R
q̃(x′, y′)δ0(x′, y′) dx′ dy′

]
αBHα−1φpp(p, h)

Hence, ∂f2
∂p has the same sign as ∂(f2/q̃)

∂q̃ if φpp(p, h) ≥ 0.

So we have shown that we have either
∂f1
∂q̃ ≤ 0
∂(f1/p)
∂p ≤ 0

and


∂(f2/q̃)
∂q̃ ≥ 0

∂f2
∂p ≥ 0

, or


∂f1
∂q̃ ≤ 0
∂(f1/p)
∂p ≤ 0

and


∂(f2/q̃)
∂q̃ ≤ 0

∂f2
∂p ≤ 0

,

if the following conditions hold: {
G(u) ≤ θBHαf(x, y),
φpp(p, h) ≥ 0.

Then, if we can prove the existence of at least an upper and a lower solution to the stationary
problem S̃D, and if f1 and f2 verify the above conditions, then we can ensure the existence of a
unique solution to the stationary problem S̃D, hence to SD.
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