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1 Introduction 
 

The European eel Anguilla anguilla (Linnaeus, 1758) is a temperate species. It is 

distributed over a 90,000 km2  area, in continental waters from the Barents Sea (72°N, northern 

limit) to the southernmost limit of Morocco (30°N, southern limit), including the Mediterranean 

and Baltic basins (ICES, 2020a, p. 202; Moriarty & Dekker, 1997). As such, eels represent the 

most widespread fish in Europe (Dekker, 2003). Despite its large distribution area, the European 

eel is panmictic (i.e. homogeneous distribution of individuals and random reproduction) and 

consequently, it is considered as a single population (Als et al., 2011; Palm et al., 2009). Since 

the European eel’s lifecycle is split between oceanic and continental environments (Figure 1), 

this species is catadromous (Tesch, 2003). Its reproduction occurs in the Sargasso Sea in 

Western Atlantic Ocean. After a larval drift of several months and thousands of kilometres 

through warm currents, eel larvae, called Leptocephalae, reach continental shelves of Europe 

and Northern Africa (Bonhommeau et al., 2010; Deelder, 1984; Dekker, 2000a; Drouineau et 

al., 2018; Tesch, 2003)) where they become glass eels. Then, glass eels penetrate continental 

waters, and progressively turn into pigmented yellow eels (Dekker 2000b). They remain in 

continental waters, from brackish to freshwater systems (Arai & Chino, 2012; Daverat et al., 

2006), for their growth phase that can last from three to more than 30 years, depending on areas 

(Durif et al., 2020; Poole & Reynolds, 1996). Then, they metamorphose again into silver eels, 

and start a 6,000 km migration back to offshore spawning grounds (Arai & Chino, 2012; 

Bonhommeau et al., 2010; Dekker, 2000a; Tesch, 2003). Eels mature during the migration 

towards spawning grounds and presumably die after spawning (Béguer-Pon et al., 2015; Chang 

et al., 2016; Righton et al., 2016).  

 

 

Figure 1. European eel life cycle with all life stages (in blue), biological mechanisms (in red) 

and pressures over the species (black labels) (according to Drouineau et al., 2018; modified). 
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Because of its complex life cycle (Figure 1), this species is submitted to various natural 

and anthropogenic pressures (Bonhommeau et al., 2010; Dekker, 2000a; Drouineau et al., 

2018). For example, climate change is thought to have decreased the productivity in the 

Sargasso Sea reducing food availability for eel larvae. It may also have affected their migration 

(Arevalo et al., 2021; Bonhommeau et al., 2008). Parasites, such as Anguillicola crassus, is now 

widespread across Europe and can also affect eels ability to complete their spawning migration 

(ICES, 2020b; Kuwahara & Niimi, 1974). In addition to parasitism, contamination may also 

affect European eel fitness. While storing fat reserves in order to reproduce, eels tend to 

accumulate contaminants which can threaten migration success, fecundity and offspring 

survival (Tsukamoto & Kuroki, 2014). Changes in land use have greatly reduced available 

habitats such as wetlands (Feunteun, 2002). Settlement of anthropic structures such as dams 

impede upstream and downstream migrations while turbines can lead to direct mortality over 

silver eels during their downstream migration (Tsukamoto & Kuroki, 2014). Beyond the 

professional and recreational fisheries, overexploitation, poaching, and trafficking affect the 

state of the population (Dekker, 2000a; Drouineau et al., 2018). Concerning the fishery, it 

evolved from a local subsistence fishery to a larger scale commercial fishery in the early 1900s, 

eels becoming a luxury good (Dekker, 2019). The fishery has traditionally targeted all stages. 

Regarding glass eel, a fast development of the fishery took place in the 70s, in order to supply 

the eastern-Asian market (Crook & Shiraishi, 2015). In the early 2000s, the glass eel was the 

most valuable product landed in the French Bay of Biscay (Castelnaud, 2001). The glass eel 

fishery is mostly concentrated in the Bay of Biscay (87% of European glass eel fisheries) and 

to a lesser extent in the United Kingdom (Beaulaton & Briand, 2007; Dekker, 2000b).  All of 

these factors, impacting eels throughout their life cycle, have participated in a cumulative way 

to the collapse of the population (Drouineau et al., 2018; van Ginneken & Maes, 2005).  

 

Indeed, glass eel recruitment (i.e. the abundance of glass eel entering continental waters 

(Dekker, 2021; Drouineau et al., 2021)) started to decline by approximately 15% per year since 

the late 70s (Dekker, 2000a, 2019; ICES, 2018, 2020a; Moriarty, 1990). The stock was first 

declared “outside safe biological limits” in 1998 by the ICES (International Council for the 

Exploration of the Sea) (ICES, 2001; Tsukamoto & Kuroki, 2014) because the average 

recruitment was thought to be significantly lower than if the stock were at its full reproductive 

capacity. Therefore, the WGEEL (Working Group on EEL) recommended a recovery plan to 

reduce anthropogenic impacts in 2005 (ICES, 2005). In view of this, the European Council 

enforced a European Regulation in 2007 (EC No. 1100/2007), the Eel Regulation, which 

explicitly calls for a reduction of anthropogenic mortalities. More specifically, the Eel 

Regulation imposes that Member States implement Eel Management Plans in their national 

waters, to “permit with high probability the escapement to the sea of at least 40% of the silver 

eel biomass relative to the best estimate of escapement that would have existed if no 

anthropogenic influences had impacted the stock”. Concomitantly, the European eel was added 

to the Appendix II of CITES (Convention on International Trade in Endangered Species of 

Wild Fauna and Flora) in 2007 and, as a consequence, the European Union banned the export 

and the import of the species in 2010 (Nijman, 2015). Almost simultaneously, the IUCN 

(International Union for Conservation of Nature) listed the European eel as a critically 

endangered species in 2008 and its status has remained unchanged since then (Pike et al., 2020) 

 

Following the Eel Regulation, France proposed its national Management Plan in 2008, 

which was accepted in 2010 by the European Commission. Since the Members States were 

responsible for selecting the most appropriate management measures in their own, this national 

plan aimed, among others, to reduce glass eels fishing mortality by 40% in three years (by 30% 

on yellow and silver eels), and then by 60% for all three fished life stages by 2015 (Ministère 
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de l’Ecologie, de l’Energie, du Développement durable et de l’Aménagement du Territoire et 

al., 2010).  In order to achieve the reduction of fishing mortality, France enforced measures 

such as the reduction of fishing seasons, the improvement of control on landings and reporting 

obligations, and the establishment of quotas for glass eels commercial fishery (Ministère de 

l’Ecologie, de l’Energie, du Développement durable et de l’Aménagement du Territoire et al., 

2010). France is the only country operating with a glass eel quota system. Glass eels fishing 

quotas are set on a yearly basis and ensure that the exploitation rates are lower than 60% of the 

exploitation rates in the reference period 2004-2008 (Ministère de l’Ecologie, de l’Energie, du 

Développement durable et de l’Aménagement du Territoire et al., 2010). In this context, the 

French Ministry has established a Scientific Council in charge of making recommendations on 

the level of catches that would achieve the management target for the upcoming fishing season. 

The management target is an exploitation rate target, which is defined as the ratio of catches 

over absolute recruitment. Therefore, estimating an exploitation rate requires both catches and 

recruitment estimates (Beaulaton et al., 2020). However, the management target is defined 

relatively to an historical exploitation rate (the 2004-2008 reference period). As such, a relative 

recruitment index (at least since 2004/2008) can be enough. In addition to past trends in 

recruitment and landings, it is also necessary to predict future recruitment index to set up a glass 

eel quota. However, predicting recruitment is very complicated as recruitment is intrinsically 

random, since it depends on many factors including environmental conditions (e.g. temperature, 

ocean currents, food availability) (Bonhommeau et al., 2008; Drouineau et al., 2018; Myers, 

1998; Subbey et al., 2014). In this context, the Scientific Council has developed two models to 

predict upcoming recruitments and to support the establishment of glass eel quota to achieve 

the management target. However, both recruitment models have limits, and the management 

target is no longer achieved since 2015 (Beaulaton et al., 2020). This raises questions about 

models’ performances and their respective assumptions on past and future recruitment trends, 

which may lead to biases on predictions. Moreover, there is lack of relevant criteria to assess 

models’ performance and of objective criteria to weight models’ predictions. In this context, 

our objective is to improve the expertise on the glass eels catches question in addressing these 

limits by (1) proposing alternative recruitment models and (2) proposing new criteria to assess 

model performance in order to select a unique recruitment model.  

 

First, we will present the two existing recruitment models and the previous models’ 

comparison method in order to highlight their limits and their implications in terms of 

management. Then, we will introduce our two alternative recruitment models and we will detail 

a new model comparison strategy aiming to address all models’ limits (Material and Methods 

section). Next, we will compare the four models’ performance thanks to new comparison 

criteria (Results section). Finally, we will discuss the implications for management and the 

upcoming challenges for glass eel quota settlement (Discussion section). 

 

 

2 Material and Methods 

 

Catches, and consequently, quota setting are the result of two factors: (i) the exploitation 

rate and (ii) the abundance of the targeted species, which corresponds, here, to the quantity of 

glass eels penetrating into continental waters, so called recruitment (Dekker, 2021). As such, 

both factors are accounted to settle quotas (Beaulaton et al., 2020). In this internship, we 

exclusively focused on the evolution of recruitment and its prediction. 
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2.1 Data overview 
 

2.1.1 Recruitment time series 
 

The French Eel Management Plan states that “l’objectif du plan de gestion est de réduire 

la mortalité par pêche […] par rapport à un niveau moyen calculé sur des années récentes (2005-

2007 par exemple)”, i.e it implements an exploitation rate target (Ministère de l’Ecologie, de 

l’Energie, du Développement durable et de l’Aménagement du Territoire et al., 

2010). Theoretically, an exploitation rate is defined as the ratio of catches and abundance (here 

recruitment). The absolute recruitment is not available for eels, but the target is defined with 

respect to a reference period, which was extended to 2004-2008 values (Beaulaton et al., 2020). 

Therefore, a relative abundance index can be used. As such, to assess the past trend in 

exploitation rates with respect to the management target, a relative recruitment and a catch data 

time series are required (at least since the reference period) (Beaulaton et al., 2020).  

 

In France, most existing recruitment time series were fishery-based and therefore 

interrupted after the implementation of the quota system. However, recruitment trends in 

Europe proved to be spatially consistent historically. Hence, we used a recruitment index 

derived by the ICES/EIFAAC/GFCM WGEEL at the European scale and postulated that it was 

a good indicator of recruitment trend in France. This indicator relies on a GLM (Generalized 

Linear Model) fitted on 52 monitoring time series collected throughout Europe (ICES, 2021b). 

Since trends in the North Sea area are slightly different from trends elsewhere in Europe, a 

year:zone interaction is used in the ICES GLM, leading to two different indices, so called 

“North Sea” and “Elsewhere Europe”. In our analysis, we used the “Elsewhere Europe” index 

over the period 1980 to 2019 (Table 1) which covers France (Beaulaton et al., 2020). This 

recruitment index describes the past evolution of recruitment. Combined with catch data, it 

allows reconstructing the past trend of exploitation rate.  

 

Table 1. Recruitment index series used (“Elsewhere Europe” series, ICES WGEEL 2019, base 

100 for the 1979-1980 season). A year t corresponding to the t-1 - t recruitment season. Each 

row corresponds to a decade and each column corresponds to a year in each decade. 

 0 1 2 3 4 5 6 7 8 9 

1980 100.0 72.8 79.8 43.0 47.4 45.6 29.8 51.8 62.3 39.5 

1990 30.7 14.9 20.2 22.8 21.1 28.1 21.9 36.8 14.0 19.3 

2000 16.8 6.9 11.5 11.0 6.0 6.7 4.8 5.5 5.0 3.9 

2010 3.9 3.2 4.5 6.5 11.1 6.0 7.5 7.4 7.8 5.3 

 

To set a quota, it is also necessary to have a model to predict the recruitment in upcoming 

years (Beaulaton et al., 2020). Therefore, different models were used to predict recruitment and 

to calculate quotas. 

 

 

 



5 
 

2.1.2 Generalities about the usual expertise procedure 

 

In France, the Scientific Committee in charge of making recommendations for the quota 

for fishing season t+1 – t+2 (2020-2021 in this internship) generally meets in early summer of 

year t+1. On the other hand, the WGEEL (here 2020) only takes place in September so that the 

WGEEL for season t – t+1 is not available yet, and the last available recruitment index 

corresponds to season t-1 – t (here 2018-2019). Therefore, to estimate the TAC (Total 

Allowable Catches) for season t+2 (2020-2021), we need to predict recruitment for this season, 

but also for the fishing season t+1 (2019-2020). To address this issue, the Scientific Council 

collects feedback on the ongoing season (here 2019-2020) from professional fishermen, 

migratory associations, environmental inspectors, foreign scientists and the Council's 

monitoring. The feedback allows building a minimum and a maximum values for the 

recruitment, subsequently used as a censor interval in predictions models. For the season 2019-

2020, the Scientific Council assumed that the recruitment was equivalent to the previous season 

(2018-2019, i.e. 5.3) but with a large uncertainty interval (2.3 and 8.3, i.e. 5.3 ± 3) (Beaulaton 

et al., 2020). Based on the WGEEL recruitment index series from season 1979-1980 to season 

2018-2019 and on the “qualitative” expert feedback for season 2019-2020, the use of models 

allows predicting recruitment for season 2020-2021 (and also for season 2021-2022). 

 

All models predicting glass eel recruitment were designed in the Bayesian framework. 

These models have a yearly timestep, as a season lasts one year. They were fitted on the 

WGEEL recruitment index series from 1979-1980 to 2018-2019 considering the censor season 

mentioned above for season 2019-2020. In order to facilitate the reading, when we mention 

“year t” or “season t”, it refers to the season t-1 – t. As an example, when we mention 1980, it 

refers to the season 1979-1980. 

 

 

2.2 Existing glass eel recruitment models: single-trend and two-trend models 
 

2.2.1 Presentation of the two existing recruitment models 

 

The single-trend model of recruitment was developed in 2012. The single-trend model 

postulates a decreasing exponential trend in recruitment. Thus, there is a unique recruitment 

slope coefficient a (in the log scale). In order to represent the fact that a year of recruitment 

above the decreasing central trend is generally followed by a year of recruitment above the 

central trend, the perturbations are auto-correlated in time (Beaulaton et al., 2020). The 

mathematical formulation of the single-trend model is given by: 

 

(1) For t in [1980; 2022], 𝐼𝑅𝑡  ∼ 𝐿𝑁(𝜇𝐼𝑅𝑡
, 𝜎𝐼𝑅

2 ) 

With μIRt
=  μIR0

+ a. t +  ρ. εt 

 and εt = log(IRt−1) − [μIR0
+ a. (t − 1)] 

 

where IRt  is the recruitment index for year t following a log normal distribution centred on the 

mean 𝜇𝐼𝑅𝑡
 and of variance 𝜎𝐼𝑅

2 , representing the residual random noise normally, independently, 

and identically distributed (idd) over time around the mean. Then, in log scale, 𝜇𝐼𝑅0
is an 

initialization parameter of the recruitment index, a is the recruitment slope, εt is the annual auto-

correlated random disturbance and ρ its auto-correlation coefficient.  
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Due to a possible change of trends in recent years, the Scientific Council proposed a second 

recruitment model in 2014. This new model implements two distinct recruitment trends over 

time and a single disturbance structure. The year of change in recruitment trends is set in 2012, 

as it is the first year in which implementation of management plans could have had an effect on 

recruitment (Beaulaton et al., 2020). Since we consider two recruitment trends, there are two 

recruitment slopes a1 (recruitment slope before 2012) and a2 (recruitment slope after 2012). The 

two-trend model is defined as follows: 

 

(2) For t in [1980; 2022], 𝐼𝑅𝑡  ∼ 𝐿𝑁(𝜇𝐼𝑅𝑡
, 𝜎𝐼𝑅

2 ) 

For t < 2012 (time period 1), μIRt
=  μIR0

+ a1. t +  ρ. εt1
 

 and εt1
= log(IRt−1) − [μIR0

+ a1. (t − 1)] 

 

For t ≥ 2012 (time period 2), μIRt
=  μIR2011

+ a2. (t − 2011) +  ρ. εt2
 

and εt2
= log(IRt−1) − [μIR2011

+ a2. (t − 2011)] 

 

 

The description of variables is the same as for the single-trend model (see Equation 1 

above). There are now two recruitment slopes a1 and a2 in log scale. Then, 𝜀𝑡1
and 𝜀𝑡2

 represent 

annual auto-correlated random disturbances depending on time periods (before or after 2012) 

and ρ the auto-correlation coefficient. In this new model, a new variable diffa was introduced as 

the difference between the two slopes a2 and a1:  

 

(3) diffa =  a2 −  a1 (in log scale). 

 

Since recruitment slopes are defined in the logarithmic scale, they correspond to yearly 

multiplicative coefficients of the recruitment in the linear scale. Indeed, exp(a), exp(a1) and 

exp(a2) correspond to the yearly rate of change of the recruitment (i.e. exp(a) = 1.15 means that 

in average, recruitment is 15% higher than recruitment of the previous year). As such, 

exp(diffa)=exp(a2-a1)=exp(a2)/exp(a1) corresponds to the relative change of yearly rates of 

change between time periods 1 and 2. 

 

2.2.2 Comparison and limits of these two recruitment models 

 

The single-trend model postulates that the decreasing trend has remained constant since 

the early 80s, as such it can hardly detect recent changes that may have occurred after the 

implementation of the Eel Management Plan. On the other hand, the two-trend model imposes 

a change of slope specifically in 2012. Therefore, these two models present different 

weaknesses. Moreover, the existence of two concurrent models providing two diagnoses raises 

the question of how to objectively “weigh” them. Having a model that internally estimates the 

existence of a change of slope in 2012 would be worthwhile. Second, both models postulate the 

existence of a limited number of trends and that the potential shift took place in 2012. It would 

be interesting to have a more flexible model that addresses the potential existence of more 

fluctuations in trends. To overcome these limitations, we explored alternative models. 
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2.3 Development of two alternative glass eels recruitment models 
 

As previous models, both new models present a yearly timestep. They have a state-space 

structure meaning that (i) states (average recruitment) at timestep t is a Markovian process that 

depends on state at time t-1, and that (ii) observations (WGEEL index) are derived from the 

states at every timestep.  

 

2.3.1 The spike and slab model 

 

2.3.1.1  The spike and slab method  

 

The spike and slab method is a Bayesian selection technique used to select the most relevant 

predictors of interest (Drouineau et al., 2017; George & McCulloch, 1993; Titsias & Lázaro-

Gredilla, 2011). It is based on the construction of priors with two nested variances thanks to the 

introduction of a new indicator variable called 𝛾 (George & McCulloch, 1993). This variable γ 

is a binary variable whose value indicates whether the explanatory variable of interest (in our 

case the existence of a second slope) should be included in the model (γ = 1) or not (γ = 0). For 

example, let’s denote β a parameter of interest, typically, a regression coefficient of an 

explanatory variable that we want to consider for inclusion in the model. The prior follows a 

normal distribution with mean 0 and variance as a function depending on 𝛾 and two coefficients 

a and b: 

(4) β ∼ 𝒩(0, 𝜎2) 

𝜎2 = a. (1 − γ) + b. γ with a < b

γ ∼ Ber(0.5)
 

 

When 𝛾 equals 0, the variance is small so the prior for β is very narrow around 0 favouring 

posterior distributions centred around 0. As such, if β is indeed a regression coefficient, the 

variable of interest is not included in the model. On the other hand, when 𝛾 equals 1, the 

variance is large leading to a less informative prior, allowing for a wide range of values 

significantly different from 0 for β. As such, posterior distributions of 𝛾 and β will indicate 

whether the variable should be included (majority of 𝛾 = 1 and β  ≠ 0) or not (majority of 𝛾 = 0 

and β close to 0). With such a prior, the resulting model nests both the model with and the model 

without the variable, with relative weights provided by 𝛾. 

 

2.3.1.2  Recruitment model formulation 
 

The spike and slab prior appears relevant to assess objectively the existence of a change 

in recruitment slope. It would provide insights on whether a significant slope change took place 

in 2012 and provide weighted predictions in an objective way. As for the two-trend model 

(Beaulaton et al., 2020), we postulated that a potential slope change appears in season 2011-

2012.  

 

In the two-trend model, priors were assigned to a1 and a2 and the difference in slope diffa 

was defined as a2 - a1 (Equation 3). In the spike and slab model, the difference in slopes keeps 

the same biological meaning as in the two-trend model. However, instead of setting priors to a1 

and to a2, we set prior to a1 and to diffa and introduced a2 as an expression of diffa and a1 

(Equation 5 below):  
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(5) diffa ~ 𝒩(0, 𝜎𝑑𝑖𝑓𝑓𝑎

2 )  

 𝜎𝑑𝑖𝑓𝑓𝑎

2 = c. (1 −  γ) + d. γ with c = 0.0001 and d = 0.03 

 γ ~ ℬer(0.5) 

 

With a small variance 𝜎𝑑𝑖𝑓𝑓𝑎

2 , the difference of slope diffa is then restricted around 0, 

meaning that the slope of the second period a2 is close to the slope of the first period a1. 

Therefore, the slope change is rejected and the resulting model is almost similar to the single-

trend model. On the other hand, a large variance 𝜎𝑑𝑖𝑓𝑓𝑎

2 increases the range of possible distinct 

values for diffa. A significant change in slope recruitment is then possible and the resulting 

model is almost similar to the two-trend model. Basically, the spike and slab model is a 

combination of the single-trend and the two-trend models, making a weighted average of these 

two.  

 

2.3.1.3  Choosing variance’s coefficients values  

 

Tuning the coefficients c and d in the expression of the variance 𝜎𝑑𝑖𝑓𝑓𝑎

2  (Equation 5) is a 

first important step and can be considered subjective (George & McCulloch, 1993). As 

mentioned earlier, the prior for diffa is bivariate with a narrow normal prior around 0 if the 

change of slope is rejected, and a wide normal prior (large variance) if the change of slope is 

accepted. Parameters c and d tune these two normal distributions. As such c (variance of the 

narrow normal) should be chosen so that the prior is restricted to values that are small enough 

to be considered as an insignificant change. Conversely, d (variance of the wide normal) should 

be large enough to allow significant change of slope (i.e. large diffa) but small enough to 

eliminate impossible values (otherwise, the prior would be too flat leading to too small 

differences of density of probabilities between the two normal distributions). These priors will 

allow the model to select the relevant explanatory variables in a model in an autonomous way. 

 

Remind that exp(diffa) can be interpreted as a rate of change between time periods 1 and 

2. If there is no change in the recruitment trend, the multiplicative coefficient between exp(a1) 

and exp(a2) should be close to 1. As a first guess, we assumed that a variation of less than 2% 

around 1 is considered as a non-significant change in the recruitment trend. Just as an 

illustration, Dekker (2019) estimated that the recruitment dropped consistently by 

approximately 15% per year. This would correspond to exp(a1) = 0.85 and to reject a shift for 

0.85*0.98 = 0.83 ≤ exp(a2) ≤ 0.85*1.02 = 0.87. Restricting a change of less than 2% between 

time periods 1 and 2 implies that diffa is restricted between log(0.98) = -0.02 and log(1.02) = 

0.02. A normal distribution with standard deviation 0.02/1.96 = 0.01 would mean that 95% of 

diffa values are between -0.02 and 0.02. We therefore chose c = (0.01)2 = 1.10-4. 

 

In recent years, the rate of decrease may have changed and the recruitment tends to be 

stable or slightly increasing according to the WGEEL. If the recruitment decreased by about 

15% in the first period (Dekker, 2019), stabilising the trend would correspond to a change of 

1/0.85 = 1.17. It is very unlikely that recruitment is now increasing as a rate similar to the former 

rate of decrease, so 1.15/0.85 = 1.35 appears to be a reasonable upper bound for a situation of 

significant change in the recruitment trend. This corresponds to a diffa of log(1.35) = 0.30. A 

normal distribution with standard deviation 0.30/1.96 = 0.15 means that 95% of diffa  values are 

ranging from -0.30 to 0.30. As a result, we chose d = (0.15)2  = 3.10-2. 
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The values of parameters c and d have been chosen to provide sufficiently distinct 

probability distributions in order to distinguish situations of change in slope from situations of 

previous slope conservation. Indeed, situations where γ = 0 should not be accepted as a change 

of slope, and reciprocally. In order to evaluate model sensitivity to diffa prior, several pairs of 

values of c and d have been tested looking at the proportion of γ = 1 depending on these values.  

 

2.3.2 Recruitment slope as a time-varying random variable  

 

The three previous models only consider a single change of recruitment trend in a specific 

year, or no change at all. In order to enhance model flexibility, we postulated that recruitment 

slope is itself a time-varying random variable. Local linear trend models are largely used to 

model and predict macroeconomic time series (Delle Monache & Harvey, 2012). In such 

models, the slope follows a random walk from year t-1 to year t, as such, the slope can vary at 

any time. Therefore, the random slope model is defined as follows: 

 

(6) For t in [1980;2022] , 𝐼𝑅𝑡 ~ 𝐿𝑁(𝜇𝐼𝑅𝑡 
 , 𝜎𝐼𝑅

2 ) 

 μIRt 
=  μIRt−1 

+ at +  ηt with ηt ~ 𝒩(0, ση
2)  

 at = at−1 +  δt with δt ~ 𝒩(0, σslope
2 )  

 

where IRt  is still the recruitment index for year t following a log normal distribution centred on 

the mean 𝜇𝐼𝑅𝑡
 and of variance 𝜎𝐼𝑅

2 , representing the residual random noise normally, 

independently, and identically distributed (idd) over time around the mean. Then, in log scale, 

the variable 𝜇IRt 
, corresponding to the average value of the recruitment in year t, follows a 

random walk and depends on the average value of recruitment of the previous season t-1, on 

the recruitment slope 𝑎𝑡, which itself follows a random walk, and on ηt, which is the residual 

random noise relative to 𝜇𝐼𝑅𝑡
 normally, independently, and identically distributed (idd) over 

time with mean 0 and standard deviation 𝜎𝜂. The recruitment slope at depends on the 

recruitment slope of the previous season and 𝛿𝑡, which is the residual random noise relative to 

recruitment slope at normally, independently, and identically distributed (idd) over time with 

mean 0 and standard deviation 𝜎𝑠𝑙𝑜𝑝𝑒. No autocorrelation term was introduced in this model.  

 

 

2.4 Bayesian inference and priors  
 

The Bayesian models were fitted using JAGS (Plummer, 2003). We used the runjags 

package as an interface between R and JAGS (Denwood, 2016). Three chains were run in 

parallel with 60,000 iterations with a thinning period of nine (resulting in 20,000 samples per 

chain), after a burn-in period of 200,000 iterations. As the random slope model took longer to 

reach convergence, we set a thinning period of ten to decrease the autocorrelation between 

samples. Models’ convergence was checked using the usual Gelman diagrams (Gelman & 

Rubin, 1992) and with graphical verifications thanks to density plots and traceplots.  

 

Uninformative priors were used on most parameters (Table 2 below). The spike and slab 

priors were used according to lines 9 and 10 of Table 2. The priors specific to the random slope 

model are described in lines 11 and 12 of Table 2. 
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Table 2. Priors on parameters (all models included). 

  Recruitment models 

 Variable Single-trend Two-trend Spike and slab Random slope 

1 𝜇𝐼𝑅0
 N(0,0.01) 

2 𝜎𝐼𝑅 Gamma(0.01,0.01) 

3 ρ U(-1,1)  

4 η N(0,1) 
For t in [1980 ;2022], 

ηt ~ N(0,𝜎𝜂
2) 

5 𝜎𝜂    Gamma(1,1) 

6 a0 N(0,0.01)   N(0,0.01) 

7 a1  N(0,0.01)  

8 a2  N(0,0.01)   

9 diffa   N(0, 𝜎𝑑𝑖𝑓𝑓𝑎
 2)  

10 γ   Ber(0.5)  

11 
δt 

   For t in [1980 ;2022], 

δt ~ N(0, 𝜎𝑠𝑙𝑜𝑝𝑒
2 ) 

12 𝜎𝑠𝑙𝑜𝑝𝑒    Gamma(1,1) 

 

 

2.5 Models comparison strategy to keep only the most reliable model  
 

We resulted with a set of four models. We now describe how we compared the 

performance of the different models. 

 

2.5.1 DIC values comparison across models 

 

The DIC (Deviance Information Criterion) is a model selection criterion allowing 

comparing models’s performance. It quantifies the trade-off between both goodness of fit and 

model complexity represented by a measure of the number of effective parameters (Berg et al., 

2004; Spiegelhalter et al., 2002, 2014). DIC is calculated as follows (Spiegelhalter et al., 2002): 

 

(7) 𝐷𝐼𝐶 =  �̅� +  𝑝𝐷 
 

As such, it quantifies the goodness of fit of the model, penalized by model complexity. 

However, the DIC only assesses the quality of the fit on historical data, but not the prediction 

ability of the model. Thus, relying on the DIC only is not sufficient to select a model that will 

subsequently allow establishing a quota. Therefore, it appears necessary to consider other 

metrics in order to evaluate the predictive capacity of each recruitment model. Hence, we 

implemented new models comparison strategy in order to keep only one recruitment model. To 

do so, we kept looking at DIC values and relied on new comparison criteria.  

 

 

 



11 
 

2.5.2 New metrics to quantify the predictive performance and robustness of models 
 

2.5.2.1 Credibility intervals’ amplitude 
 

All models provided a posterior distribution for the recruitment in season t+1 – t+2 (here 

2020-2021) for which the quota should be set. The width of the 95% credibility intervals was 

studied to assess prediction precision of each model. Indeed, in order to have the most accurate 

estimate on the recruitment of season t+1 – t+2 (and thus the most adapted quota to the state of 

the resource), a model should provide unbiased posterior distribution, but also ideally, narrow 

credibility intervals. 

 

2.5.2.2 Retrospective and simulation exercises 
 

Assessing the predictive capacity of the models required having a dataset in which the “real” 

recruitment is known and can be compared to models’ predictions. In this context, we carried 

out two exercises: 

 

 A retrospective analysis 

 

In this exercise, we fitted all models on the WGEEL recruitment index up to season t, 

assuming that recruitment in season t+1 falls in an interval ranging from -3 to +3 around 

recruitment of season t (interval censorship). This mimicked the strategy used by the Scientific 

Council (Beaulaton et al., 2020). Then, we compared the model predictions for season t+2 with 

the time-corresponding “true” WGEEL value. We carried out this exercise for t ranging from 

2013 to 2017, since the regime shift is supposed to take place in 2012 and the last WGEEL 

index is in 2019. For the retrospective analysis, three chains were run in parallel with 60,000 

iterations with a thinning period of ten (resulting in 20,000 samples per chain), after a burn-in 

period of 200,000 iterations. 

 

 A simulation exercise 
 

Based on a similar strategy, we simulated surrogate time series of recruitment until 2030 

with three different scenarios. Scenario 1 postulated that diffa = 0. This corresponded to using 

the single-trend model to simulate future data. Therefore, the single-trend model was used to 

simulate 100 recruitment index series from 1980 to 2030. On the other hand, scenario 3 

mimicked a situation in which the two-trend model was the most relevant. Thus, the two-trend 

model was used to simulate 100 recruitment index series from 1980 to 2030. Finally, scenario 

2 was the intermediate situation between scenarios 1 and 3: we set diffa as the median of the 

median of a1 and the median of a2 (medians of a1 and a2 estimated with the two-trend model) 

to simulate 100 recruitment series. Then, following the retrospective analysis strategy, each 

model was fitted on a surrogate time series of recruitment up to season t. We assumed that 

recruitment in season t+1 falls in an interval ranging from -3 to +3 around recruitment in season 

t. We compared the model’s predictions for season t+2 to the surrogate time series value. 

Therefore, we carried out this exercise for t ranging from 2017 to 2028. For this prospective 

analysis, three chains were run in parallel with 1,500 iterations with a thinning period of ten 

(resulting in 500 samples per chain), after a burn-in period of 200,000 iterations. For the three 

scenarios, we applied these parameters.  
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In both exercises, the convergence of models was checked using the usual Gelman diagrams 

(Gelman & Rubin, 1992) and with graphical verifications thanks to density plots and traceplots. 

 

2.5.2.2.1 Evaluation of model prediction performance: the recruitment prediction error 
 

We compared models’ prediction performance by quantifying the discrepancy between 

recruitment predictions and “true” values thanks to a cross-validation (Vehtari et al. 2017) 

through a variable called the “prediction error”. Regarding the retrospective analysis, for each 

year from 2015 to 2019, 60,000 iterations were made. Thus, 60,000 recruitment predictions 

were available per model per year. Each recruitment prediction was compared to the WGEEL 

value of the corresponding year. The difference between each predicted recruitment value and 

the WGEEL value was calculated and named as the “prediction error”. If the prediction error 

was negative, the recruitment was underestimated (respectively, positive prediction error 

translated recruitment overestimation). The same principle was applied to the 2019 to 2030 

simulation exercise except that, for computational reasons, the “yearly prediction error” was 

estimated as the difference between the median of the posterior distribution and the “true” value 

of the surrogate time series, instead of using the raw 1,500 iterations. The median of yearly 

predictions errors was then computed for each surrogate time series and model, as a criterion 

of overall prediction performance. As such, each model had 100 overall prediction errors for 

each scenario. 

 

2.5.2.2.2 Evaluation of risks for both exploitation and resource: two comparison criteria 
 

Then, we looked at the consequences regarding the risk of management target achievement 

and fishery losses by quantifying situations of over- and under-estimation of recruitment. We 

developed two quantitative criteria to lead a quantitative risk assessment (Aven & Renn, 2009). 

We defined risk notion as an “uncertainty about and severity of the consequences (or outcomes) 

of an activity with respect to something that humans value” (Aven & Vinnem, 2007) or, in other 

words, the probability of an event occurring and the stake associated with that occurrence 

(Hansson, 2004, 2005; Kermisch, 2012). We formulated these criteria thanks to the two 

following answers.  

 

 If recruitment is overestimated in year t+2, how often is it overestimated it if a 

certain model (among the four) is used to predict recruitment index? 

 

For each year and model, we computed the frequency of samples from the posterior 

distribution of recruitment that were greater than the corresponding WGEEL index value for 

the retrospective analysis or the value from a simulated surrogate time series for the simulation 

exercise. This frequency of recruitment overestimation represents how often recruitment is 

overestimated when using a certain model to predict it. It quantifies the risk of not achieving 

the management target. Therefore, we called this frequency of recruitment overestimation the 

“Conservation Risk Indicator” (CRI).  

 

For the retrospective analysis, let Si(t,m) be a logical indicator with i ranging from 1 to the 

number of iterations (60,000 in this study) for the year t for one model m. If the difference 

between a recruitment prediction and the value of the WGEEL was positive, then the indicator 

Si(t,m) took the value 1, indicating a situation of overestimation of recruitment. Respectively, 

when the difference was negative, Si(t,m) took the value 0 and represented a situation of 

recruitment underestimation. We thus obtained a series of 1 and 0 of length 60,000. The 
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following formula was then applied to obtain the frequency of overestimation of recruitment 

for one year t for one model m: 

(8) Overestimation frequency(𝑡, 𝑚) =  
∑ Si(𝑡,𝑚)number of iterations

1

number of iterations
  

where number of iterations = 60,000. 

Therefore, we obtained five frequencies of recruitment overestimation for each model for the 

retrospective analysis. We used a similar approach for the simulation exercise, except that we 

summarized the value by calculating the median of yearly overestimation frequencies for each 

model and surrogate time series. Therefore, for each model, we got 100 recruitment 

overestimation frequencies (one per surrogate time series). 

 

 What is the potential loss of catches if a certain model (among the four) is used to 

predict recruitment in year t+2? 

 

Underestimating recruitment would lead to implement too restrictive quotas and therefore 

generate potential catches losses for the fishery. Using the same approach as for the calculation 

of the recruitment prediction error (2.5.2.2.1), we computed the difference between predicted 

recruitment and the “true” value, except that if this difference was positive, we set the value at 

0. Indeed, with a positive difference (i.e. an overestimated recruitment), there was no risk for 

the fishery to loose potential catches. This new indicator is called the “Fish Risk Indicator” 

(FRI).   

 

In both retrospective and simulation exercises, we assessed the Conservation Risk Indicator 

(CRI) and the Fishery Risk Indicator (FRI) for each model to analyse the trade-offs between 

conservation and exploitation. 

 

3 Results 
 

3.1 The spike and slab model: validation of parameters c and d and sensitivity analysis  
 

3.1.1 Prior and posterior distributions 
 

Parameters c and d of the spike and slab prior should ensure that γ = 1 and γ = 0 lead to 

different posterior distributions. Figure 2 confirms that the posterior distribution is different 

from the prior distribution and that the conditional distribution of diffa  with γ = 1 and γ = 0 are 

distinct. 
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Figure 2. Density of probability for diffa (A: prior on the left; B: posterior on the right with 

vertical line x = median(diffa)) depending on γ values. 

 

As recommended by Georges and McCulloch (1993), we also check that the intersection 

of the median value of diffa with the a priori distributions of diffa for γ = 0 and γ = 1 ensures an 

important difference (Figure 2). 

 

3.1.2 Sensitivity analysis to c and d  
 

Since the tuning of parameters c and d of the bimodal variance are partly subjective, we 

check the sensitivity of the model to these parameters by fitting the spike and slab model with 

different pairs of c and d values (Table 3).  

 

Table 3. Values chosen and their meaning in terms of recruitment evolution to evaluate model 

sensibility to c and d choices (See section “Choosing variance’s coefficients values” for details 

on the interpretation of parameters’ value). 
 

Tested values for c 
Percent of maximum decrease and maximum increase tolerated 

between two consecutive years 

4.10-8 0.1% 

5.10-6 0.5% 

2.10-5 1% 

1.10-4 2% 

2.10-4 3% 
 

Tested values for d 
Percent of maximum decrease and maximum increase tolerated 

between two consecutive years 

1.10-2 20% 

3.10-2 35% 

5.10-2 55% 

 

 

Then, we compare the proportion of γ = 1 in the γ posterior distribution (Figure 3). 

Whatever the values of c and d, the frequency of γ = 1 is greater than 90% (Figure 3). As such, 

the sensitivity of the model to c and d appears limited. 
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Figure 3. Sensitivity matrix of the model to values of c and d represented by the proportion of 

cases where γ is 1 (in percent).  
 

3.2 The random slope model: problem of convergence 
 

There is a risk of over parametrization with the random slope model. Indeed, the Gelman 

statistics and the density plots of posterior distributions confirms that some variables have not 

converged (see for example Figure 4 below).  

 

Figure 4. Prior (on the left) and posterior (on the right) probability distributions of exp(a[1])). 
 

The Gelman diagnostics show that the parameters at has not converged for the first 

timesteps, but that convergence is achieved since season 1982-1983 and is complete for recent 

years,  suggesting that it has limited impacts on predictions. 

 

 

3.3 Models’ comparison strategy 
 

3.3.1 Evolution of recruitment predictions over time depending on model choice 

3.3.1.1 Evolution of recruitment slope over time depending on models 
 

We look at recruitment slopes depending on model (Table 4). The single-trend model 

estimates the lowest declining trend per year (5.82% per year). For both two-trend and spike 

and slab models, the slope in the second time period is not significantly positive. However, 
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recruitment slopes a1 and a2 are significantly different for the two-trend model, while the 

difference is not statistically significant for the spike and slab model. Indeed, the two-trend 

model considers a change in slope ranging from an increase of 6% to 30% of recruitment slope, 

whereas the spike and slab model provides a change in recruitment slope ranging from a no-

change to an increase of 27%. Moreover, an other difference between the two-trend model and 

the spike and slab model lies on the amplitude of the 95% credibility intervals of a2 (0.16 and 

0.21 respectively). The larger amplitude of a2  95% credibility interval in the spike and slab 

model is due to the mix of cases rejecting or considering a change in slope.  

 

Table 4. Recruitment slope coefficient (median value, 95% confidence interval and median 

value in linear scale translated in percent) and diffa (median value and 95% confidence interval 

in both log scale and linear scale). Values in bold are in linear scale, others are in log scale.  
 

Models 
Recruitment slope 

diffa 
a a1 a2 

Single-trend -0.06 [-0.11; -0.02] 

~ decrease of 

5.82% per year 

   

Two-trend 
 

-0.09 [-0.13; -0.06] 

~ decrease of 

8.61% per year 

0.07 [-0.01; 0.15] 

~ increase of 

7.25% per year 

0.17 [0.06; 0.26] 

1.18 [1.06; 1.30] 

Spike and slab 
 

-0.09 [-0.12; -0.05] 

~ decrease of 

8.61% per year 

0.06 [-0.08; 0.13] 

~ increase of 

6.18% per year 

0.15 [-0.004; 0.24] 

1.16 [1.00; 1.27] 

Random slope See Figure 5 below 

 

The yearly-varying random slope structure of the random slope model leads to slope that 

are never significantly different from 0 (Figure 5). The median recruitment slope value for 

predictions is -0.19 (in log scale, i.e. a decrease of 17% per year). Unsurprisingly, predicted 

slopes (for seasons 2020, 2021, and 2022) have larger credibility intervals than the other slopes. 

Since recruitment slopes for all models considered are never significantly different from 0 over 

the 1980-2022 time series, we cannot conclude about their respective trends. 

 

 

Figure 5. Evolution of the recruitment slope over time according to the random slope model 

(dotted bars represent the 2.5% and 97.5% quantiles). 
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3.3.1.2 Recruitment evolution overtime depend on models 

 

As mentioned earlier and according to Figure 6, the single-trend model predicts a 

decreasing trend whereas the two-trend model predicts an increasing trend. Unsurprisingly 

because of the high frequency of γ = 1, predictions for the spike and slab model are similar to 

the ones provided by the two-trend model in terms of recruitment trend and of credibility 

intervals’ amplitude. The random slope model predicts a decreasing trend, as the single-trend 

model, but with larger credibility intervals that encompass all models’ credibility intervals. 

Credibility intervals are similar for the three other models.   

 

 

 

                  
Figure 6. Trends in recruitment from 1979-1980 to 2018-2019 (A), and recruitment index since 

2011-2012 followed by recruitment predictions distributions for the three following seasons for 

the four models (B). Boxplots show median, 1st and 3rd quartiles. Whiskers are 1.5 times the 

interquartile range. Log 10 scales are used to facilitate the reading. 
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3.3.2 Deviance Information Criterion 

 

In order to compare the quality of the fit of models on data, we look at the DIC values 

for all models (Table 5).  

 

Table 5. Deviance information criterion (DIC) calculated for each model with 1,000 iterations. 

 Recruitment models 

 Single-trend Two-trend Spike and slab Random slope 

Mean Deviance 250.1 243.1 243.3 175.5 

Penalized 

Deviance (DIC) 
255.4 249.8 250.1 237.4 

 

The single trend model, the two-trend model, and the spike and slab model have similar 

DIC values (255.4; 249.8; 250.1 respectively) according to Table 5. The best model from a 

statistical perspective is the random slope model (DIC = 237.4) despite its larger complexity.  

 

3.3.3 Retrospective analysis from 2015 to 2019 
 

3.3.3.1 Distribution of prediction error depending on models 

 

In the retrospective analysis from 2015 to 2019, we first compared differences between 

models' predictions and corresponding values of the WGEEL (Figure 7). 

 

 

             
Figure 7. Boxplots presenting recruitment prediction error for the four recruitment models 

through the retrospective analysis from 2015 to 2019. 

 
According to Figure 7, the single-trend model mainly underestimates recruitment in 

recent years compared to the ICES WGEEL recruitment index (median prediction error = -1.64 

< 0, corresponding to 31% in absolute value of the latest 2019 WGEEL recruitment index i.e. 
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5.3). This is consistent with previous observations of the decreasing exponential trend in the 

model slope. Therefore, using the single-trend model to support quota setting would lead to too 

low quotas and potential loss of catches for the fishery, but would favour management target 

achievement. On the other hand, the two-trend model tends to be over-optimistic compared to 

WGEEL recruitment index (median = 3.92, representing 74% of the WGEEL 2019 recruitment 

index). From a management point of view, the risk is to set a too high quota and to miss the 

management objective set by the national management plan. With a median prediction error of 

1.85 (representing 35% of the 2019 WGEEL recruitment index), the spike and slab model is 

the intermediate between the single-trend model and the two-trend model. This result is 

consistent with the structure of the model, which is a mixture of the two models. Nevertheless, 

Figure 7 shows that the spike and slab mainly overestimates recruitment. The random slope 

model appears to be the least biased model (median prediction error = 0.96 corresponding to 

18% of the 2019 WGEEL recruitment value).     

 

Finally, the most biased models are the random slope model, the single-trend model, the 

spike and slab model and the two-trend model in ascending order (Figure 7). According to 

prediction error results, the random slope model appears to be the less risky model for both 

resource and exploitation.  

 

3.3.3.2 Criteria for conservation and exploitation 
 

Since the Conservation Risk Indicator (CRI) represents compliance or non-compliance 

with the conservation rule and the Fishery Risk Indicator (FRI) traduces the potential loss of 

catches for the commercial fishery, Figure 8 illustrates the trade-off between conservation and 

fishery objectives. 

 

 
Figure 8. Position of the four recruitment models when considering simultaneously the Fishery 

Risk Indicator (FRI) and the Conservation Risk Indicator (CRI) during the retrospective 

analysis from 2015 to 2019.  
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An "ideal" model would prevent catches loss for the fishery and achieve the conservation 

target. However, it is impossible to always achieve both objectives. A model with a CRI of 

about 0.5 would randomly alternates between over- and under-estimation situations (since CRI 

is the recruitment overestimation frequency), as expected for a non-biased model. Ideally, a 

model should also have a FRI as small as possible (i.e. limiting too strong underestimation of 

recruitment and therefore restricting potential loss of catch). As such, the model that comes 

closest to this CRI = 0.5 and FRI = 0 point is the random slope model (Figure 8). Indeed, points 

relative to the random slope model are always close to the 50% overestimation frequency 

threshold and minimize catches loss compared to the single-trend model. Indeed, the single-

trend favours compliance with the conservation rule, but at the expense of catches loss for the 

fishery. On the other hand, the two-trend and spike and slab models ensure limited catch losses 

but at the cost of a systematic recruitment overestimation. 

 

3.3.4 Simulation exercise from 2019 to 2030 
 

3.3.4.1 Evolution of the simulated recruitment series 
 

As expected, the three scenarios provide different trends in recruitment over time: a 

decreasing trend (i.e. scenario 1), a stable trend (i.e. scenario 2) and an increasing trend (i.e. 

scenario 3) (Figure 9). However, it should be noted that the boxplots hide a large heterogeneity 

among individual simulated time series.  

 

 

Figure 9. Evolution of the simulated recruitment index over time according to three scenarios 

(Scenario 1: Decrease in recruitment; Scenario 2: Stabilization of recruitment; Scenario 3: 

Increase in recruitment). The coloured lines (purple, red, green and blue) represent four time 

series of recruitment index out of the 100 total simulated in order to highlight the heterogeneity 

among individual trajectories. 
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3.3.4.2 Error in recruitment estimations depending on model and scenario 
 

The recruitment prediction error varies among scenario and models, but the order among 

models remains almost similar across scenarios (Figure 10).   
 

 
Figure 10. Boxplots presenting prediction error for the four models through the three 

recruitment evolution scenarios.  
 

Regarding the single-trend model, recruitment prediction errors are close to 0 with 

scenario 1 (Figure 10). However, the single-trend model leads to increasing underestimation 

prediction errors with scenario 2 and 3. Indeed, the median of recruitment error prediction varies 

from 0.19 to -0.76 from scenario 1 to 2. These errors corresponds to 4% and 14% of the 2019 

WGEEL recruitment index (i.e. 5.3). Then, this error decreases to -2.71 (represents 41% of the 

2019 WGEEL recruitment index) in scenario 3. On average, the single-trend model 

underestimates recruitment by 1.1 (21% of the 2019 WGEEL recruitment index).  

 

While the two-trend and the spike and slab models provide the best predictions with 

scenario 3, they strongly overestimate recruitment with scenarios 1 and 2. On average, over the 

three scenarios, the two-trend model overestimates recruitment by 1.2 (22% of the 2019 

WGEEL recruitment index) and the spike and slab model overestimates recruitment by 0.79 

(15% of the 2019 WGEEL recruitment index).  

 

The error in recruitment predictions remains relatively similar among scenarios for the 

random slope model (median error of 0.27; -0.47; -1.18 for scenarios 1, 2 and 3 respectively). 

Although the prediction error is larger for scenario 3 and represents 22% of the final 2019 

recruitment index, this error leads to an underestimation of recruitment. Therefore, there is no 

risk for the resource and no risk to set too optimistic quotas, favouring the achievement of the 

management target. On average, the error associated to recruitment estimation by the random 
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slope model is -0.46 so it represents 9% of the 2019 WGEEL recruitment index. The random 

slope model appears to be more robust facing the different scenarios. 

 

As a result, across all scenarios, the prediction error of the random slope model is the 

lowest among the four models and in most cases does not generate a risk of overestimating the 

resource. 

 

3.3.4.3 Integrating conservation and fishery criteria 
 

As discussed earlier in the retrospective analysis, the optimal model has a CRI of about 

0.5 and a FRI as small as possible. As such, for scenario 1, the single-trend model and the 

random slope model are the two best models looking at Figure 11. However, the random slope 

appears a bit better than the single-trend model, even though it was used to simulate the data. 

The two-trend and spike and slab models ensure limited catch losses (as FRI is around 0) costing 

a high risk for conservation.  

 

 

                
Figure 11. Distribution of the models when considering simultaneously the fishery risk 

indicator (FRI) and the conservation risk indicator (CRI) according to the three scenarios of 

simulation of recruitment from 2019 to 2030. The error bars represent the 2.5% and 97.5% 

quantiles. Each point represents the median values for both indicators (recruitment 

overestimation frequency and error in recruitment estimate when recruitment is underestimated, 

i.e. risk of catch loss) and “sce” stands for “scenario”.  

 

For scenario 2, the single-trend model provides slightly over-pessimistic predictions that 

lead to potential catch loss, while ensuring the achievement of the conservation target. The 

situation is similar with the random slope but slightly better. On the other hand, the two-trend 

and spike and slab models provide over-optimistic predictions, as such, there is limited risk of 

catch loss but increased risk of not achieving the management target.  
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Looking at scenario 3, the two-trend and spike and slab models have a range of possible 

CRI greater than 0.5. Therefore, both present a risk for the resource, while presenting a limited 

FRI. Both single-trend and random slope models present a low risk for the resource (CRI below 

0.5). However, as the single-trend model presents a CRI around 0.25 and the highest FRI, it 

leads to substantial loss for the fishery, when the random slope model performs slightly better 

in terms of FRI. Finally, for any scenario in this simulation exercise, the model that comes 

closest to the point CRI = 0.5 and FRI = 0 is the random slope model. 

  

4 Discussion  
 

Within the framework of the French Eel Management Plan (Anonymous, 2018; Ministère 

de l’Ecologie, de l’Energie, du Développement durable et de l’Aménagement du Territoire et 

al., 2010; Onema et al., 2010), this internship aimed to propose new methods improving the 

tools used to support glass eel quotas setting. Among others, such tools require models that 

predict glass eel recruitment. Nevertheless, recruitment is particularly stochastic and, therefore, 

very hard to predict in fisheries science (Subbey et al., 2014). Indeed, the recent failure in 

achieving the requested 60% reduction in glass eel fishery mortality (Beaulaton et al., 2020) 

raised questions about the suitability of the existing tools. In this context, we proposed models 

to overcome previous models’ limits and we suggested a strategy to compare models’ 

performance.  

 

4.1 Contributions and limitations of the new models 
 

4.1.1 Position in relation to existing models in the literature 
 

4.1.1.1 Previous models and their limitations 
 

Several estimates of fishing mortality or exploitation rates for eel fisheries have been 

proposed in the past (Adam et al., 2008; Aranburu et al., 2016; Beaulaton & Briand, 2007; 

Briand et al., 2003, 2012; Bru et al., 2009; Dekker, 2000b). Dekker proposed in 2000 a 

procrustean model at the population scale, which was based on strong assumptions such as (i) 

silver eel catch rates and life cycle duration similarity over the whole distribution area, (ii) error-

free knowledge of catches and  (iii) a stable state for the fishery (Dekker, 2000b). Then, various 

projects focusing on glass eels have been developed to assess recruitment and exploitation rates 

at the local scale. As an example, the GEMAC model (Beaulaton & Briand, 2007) allowed the 

estimation of glass eel exploitation rate and recruitment but at a catchment scale only. However, 

results can hardly be extrapolated to larger spatial scales because of the fractal dimension of the 

population (Dekker, 2000a). Subsequently, the GEREM model (Drouineau, Briand, et al., 

2016) allowed determining an absolute glass eel exploitation rate over the period 1980-2011 at 

the French territory scale, then throughout European range (Bornarel et al., 2018), exceeding 

the local scale and the fractal distribution of the European eel limitations. However, this model 

has a very simple structure through an unbiased random walk, which makes it unsuitable for 

predictions. Moreover, it is not updated regularly nowadays. As such, there was a need of new 

models specifically designed for predictions at the French scale to set quotas. 
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4.1.1.2 Single-trend and two-trend models and their strong assumptions 
 

In this context, the single-trend model was developed in 2012, followed by the two-trend 

model in 2014 (Beaulaton et al., 2020). The single-trend and two-trend models rely on strong 

assumptions about the steadiness of recruitment trend over time. As recruitment is a highly 

stochastic ecological process (Subbey et al., 2014), assuming stable trend over long time periods 

seems inappropriate (Bogstad et al., 2000; Kimoto et al., 2007). For the European eel, while the 

decreasing trend had remained stable for many years (Dekker 2000b), assuming a stable long-

terms trend for prediction may be unsuitable since of the recent modifications in the recruitment 

signal and because of restoration attempts (Beaulaton et al., 2020; Dekker, 2000a, 2008). 

 

4.1.2 Spike and slab model 
 

Spike and slab priors are widely used in Bayesian variable selection (Ishwaran & Rao, 

2005; Titsias & Lázaro-Gredilla, 2011). The inclusion or not of a predictor is estimated 

internally in the model and the resulting predictions are a weighted average of the model with 

and without the predictor (Titsias & Lázaro-Gredilla, 2011). As such, it appears as a relevant 

solution to test the existence of a regime shift, as a way to objectively balance the predictions 

of single-trend and two-trend models. It also allows testing different years, distinct from 2012, 

as the year of change in recruitment trends. However, the parametrization of a spike and slab 

prior remains partially subjective and based on expertise to separate plausible from impossible 

values. Here, we checked that outcoming predictions were not too sensitive to this 

parametrization. This limited sensitivity is not surprising as situations with a slope change (i.e. 

γ = 1) highly dominate. However, this can change in the future, especially if recruitment starts 

decreasing and the weight of the single-trend model (i.e. the frequency of γ = 0) increases. 

Therefore, it would seem necessary to regularly perform the sensitivity analysis and to update 

the parametrization of the prior, if the spike and slab model is used in the future. Different slight 

modifications have been proposed to help in the parametrization of the spike and slab priors 

and to reduce resultant uncertainty (George & McCulloch, 1993; Ishwaran & Rao, 2005) that 

can be tested to improve the model. However, it would not entirely remove the subjectivity in 

the resulting model and the need to check the sensitivity. 

 

4.1.3 Random slope model 

 

A random slope model appears to be suitable to overcome the debate between a model 

with either a single or two slopes, and the year in which a potential regime shift occurs. Indeed, 

such models have proved to provide robust predictions, even in the presence of cyclic patterns 

or trend changes (Delle Monache & Harvey, 2012). In fact, it delivers promising results in our 

study. However, we noticed some convergence problems on the first timesteps. This 

convergence problem is due to a partial redundancy between the slope and the mean random 

walks, especially in a situation in which their variances are both free parameters (Equation 6). 

Delle Monarchy and Harvey (2012) listed solutions to address this problem. For example, they 

propose to constrain the ratio of the variances of these two random walks. Their example 

showed  that, by setting this ratio, the random slope model can be made equivalent to a double 

exponential smoothing (Harvey, 1986) and yields robust predictions (Delle Monache & Harvey, 

2012). Indeed, preliminary tests were made with such a random slope model with fixed ratio of 

variances (not presented here) and they confirmed that they address the convergence issues and 

yield smaller credibility intervals.  
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4.2 Models comparison strategy 
 

Currently, the Scientific Committee uses two models that yields contrasted predictions, 

with no objective criteria to weight their results, except the use of the DIC (Beaulaton et al., 

2020) which do not assess models’ predictive ability. In this context, it appeared necessary to 

develop criteria evaluating models’ performance. Therefore, to assess models’ predictive 

capacity and its robustness, we set up an original models’ comparison strategy through an 

innovative retrospective and simulation exercises. 
 

4.2.1 Recruitment error prediction 
 

In order to assess model’s predictive ability, we were interested in the recruitment 

prediction error. In both retrospective and simulation exercises, the random slope model 

provides the lowest prediction error, and therefore the smaller risk for the resource and the 

fishery.   

 

It would be interesting to look at the variability of the recruitment prediction error over 

time and to see if this recruitment prediction error is specifically high or low for certain years 

in the data set. This would allow us to investigate the causes of this error variability for these 

specific years. In addition, the prediction error is expected to decrease with the lengthening of 

the time series of recruitment index, if the trend remains stable over a given number of years. 

It would be worthwhile comparing the rates of decrease in recruitment prediction error of the 

four models. It should be noted that, in order to simplify the format and lengths of the outputs 

related to the simulation exercise, we worked on the medians of prediction errors. It would have 

been interesting to work directly on the complete distributions of the variables. Nevertheless, 

during the retrospective analysis, the work was carried out on both medians and complete 

distributions (presented in this report). The results were similar, suggesting that the results 

would not change much in the simulation exercise when studying complete distributions. 

 

4.2.2 Resource and fishery criteria  
 

Inspired by the work of Lebot (2021) and Bevacqua (2007), we developed two criteria to 

assess and illustrate the trade-off between management target achievement and loss of potential 

catches for the fishery (Bevacqua et al., 2007; Lebot, 2021). In the retrospective analysis, the 

single-trend model proves to ensure management target achievement but leads to severe catch 

losses. On the other hand, both spike and slab and two-trend models limit fishery losses but 

with a high risk of overshooting the management target. The random slope model appears to 

provide an intermediate solution because of its non-biased model predictions. While the trade-

offs were contrasted depending on simulation scenarios for other models, the random slope 

model proved to be more robust across all scenarios. In the future, these two criteria could be 

co-constructed with the actors of the glass eel fishery sector (managers, fishermen, scientists...). 

This could help to enhance involvement of each stakeholder in the fishery management, 

strengthening trust and understanding between them (Drouineau et al., 2021). 

 

4.2.3 Choice of an unique recruitment model 
 

When using several models for making predictions, there are different strategies: either 

making multi-model averaging using, for example, the Bayesian model averaging method 

(Drouineau, Lobry, et al., 2016; Duan et al., 2007; Hoeting et al., 1999; Raftery et al., 2005) or 
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choosing the most appropriate model. In a way, the spike and slab model provides a multi-

model average of the single-trend and two-trend models (Titsias & Lázaro-Gredilla, 2011). It 

would perhaps be possible to make a model averaging of the spike and slab model and the 

random slope model, but the spike and slab model can already be seen as nested within the 

random slope model. Moreover, model averaging is often based on criterion such as AIC 

(Buckland et al., 1997; Burnham et al., 2002; Symonds & Moussalli, 2011) that, here, would 

be related to fit quality rather than to robust predictive capacity. Here, we rather chose to 

develop criteria to select the most appropriate model and to illustrate to managers the trade-off 

between conservation and exploitation. These criteria show that choosing one model would 

clearly favour either conservation or exploitation to the detriment of the other, except the 

random slope model that ensures a more balanced trade-off. 

 

4.3 Missing points from a methodological point of view 
 

4.3.1 Reliability of WGEEL data 
 

Of the 52 European eel recruitment time series used by the WGEEL as indices, only ten 

are from scientific surveys while the other are fishery-based. Fishery data may report catches 

inaccurately and with bias and as it is subjected to variable external influences (markets, 

regulations and technology) (Aranburu et al., 2016; ICES, 2013). As advised by the WGEEL 

(ICES, 2013), it would be desirable to increase the number of recruitment series collected 

during scientific monitoring. 

 

Moreover, in the single-trend, two-trend and spike and slab models, WGEEL data is 

considered accurate and known without error. In the random slope model, we assume that there 

is an estimation error, which is an improvement. However, the variance is assumed constant 

over time, while we could probably use the estimation errors provided by the GLM to have 

variances by year. 
 

4.3.2 Exploitation rate 
 

In this work, we were only interested in modelling the recruitment index. We could also 

have looked at the exploitation rate, which is another important factor of the catch process. 

Indeed, the Scientific Committee has developed a model to account for the variability in 

exploitation rates, and potentially, for the effect of the decrease in fishermen reduction 

(Beaulaton et al., 2020). Nevertheless, since this exploitation rate model is used independently 

of the recruitment model, it would have not modified our results. It would still be interesting to 

work on this aspect in the future. 

 

4.3.3 Censor influence 
 

When the Scientific Committee meets to make recommendations for quotas for the 

fishing season t+2, the WGEEL index value for fishing season t+1 is not yet available 

(considering the last quantitative data is relative to season t). As such, the Scientific Committee 

uses ad hoc expert feedbacks to build a censor interval for recruitment value in season t+1. 

Clearly, it would be important in the future to assess the sensitivity of model prediction to this 

censor interval. Moreover, it would be worthwhile implementing a more rigorous method to 

collect and integrate preliminary feedbacks on the ongoing fishing season t+1. While collecting 

data from all over Europe is not possible, as the recruitment in Northern Europe would end too 
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late because of the spatial pattern in recruitment seasonality (ICES, 2020c), it may be possible 

to collect preliminary data from Southern Europe. This year, commercial fishermen have 

implemented questionnaires to collect qualitative feedbacks from fishermen. This interesting 

initiative can be used in the future. However, it might be possible to move one step further and 

to implement quantitative pre-indices based on the French observations (fishery, scientific 

monitoring). Moreover, working on such indices would be the opportunity to build new 

recruitment time series in France, which are currently scarce, since most of them were 

interrupted after the implementation of the Eel Management Plan.   

 

4.3.4 Silver eel escapement  
 

Because this work aimed to respond to questions about glass eel quota setting in the 

context of the French Eel Management Plan, we only focused on recruitment. However, it could 

be interesting to evaluate the consequences of varying catches levels in terms of escapement, 

to check the outcomes on the achievement of 40% escapement target enforced by the European 

Eel Regulation. Clearly, this is not straightforward for eel because of its complex life cycle, 

including density-dependent mortality (Bevacqua et al., 2011), but it would inform on whether 

the 40% escapement target can be achieved with a 60% reduction of glass eel fishing mortality. 

 

This is even more important because the current recruitment is so low that it is unsure 

whether it is possible to achieve 40% escapement of silver eels, even without any fishing 

mortality. Especially since measures on other pressures (e.g. obstacles to migration, 

contamination) take a long time to implement and their outcomes can be delayed for many 

years, and it is hardly possible to mitigate some other pressures at least on the short term (e.g. 

climate change, parasitism) (Drouineau et al., 2018).  

 

4.4 Perspectives for the stock management 
 

4.4.1 Annual glass eel quota?  
 

We have set our work in the context of the framework of the Ministry's request, where 

TACs are fixed annually. However, due to the variability of recruitment and the difficulty of 

predicting it, we could imagine and test alternative strategies. Simulating data out to 2030 may 

allow new management approaches to be tested for the future. For example, a fixed quota over 

a few years could be considered. Indeed, it is now possible to test management methods where 

the quota is set every three years for example. We could then see if this leads to a lower or 

equivalent quality of management. As such, though the criteria we have proposed were not 

validated, the approach we have developed is generic enough to be applied to test a wide variety 

of management framework. This opens the field of possibilities in terms of management 

methods. 

 

4.4.2 Difficulties of managing this widespread species 

 

As the stock is widespread and panmictic  (Als et al., 2011; Palm et al., 2009), it is hard to 

quantify the relevance of setting quotas in France. Indeed, to date, the heterogeneity in data 

availability, methods, life history traits and environmental conditions impair the development 

of models to assess the stock at a population scale  (Amilhat et al., 2008; Charrier et al., 2012)  

(Dekker, 2000a; Drouineau et al., 2021; Feunteun, 2002). However, the ICES has identified 
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this lack and promoted the need for methods to integrate local scales into global dynamics and 

has put in place a roadmap to achieve this goal through a data call (ICES, 2021a, 2021b). If 

such tools are developed, it would be possible to assess the impact of local quotas on overall 

escapement and to compare the effects of local fisheries with other anthropogenic pressures. As 

such, it would help measures prioritization and support the restoration of the species. 

5 Conclusion  
 

This work has proposed two alternative recruitment models based on different methods: 

one relying on a spike and slab prior and one considering the recruitment slope as a time-varying 

random variable. Then, three criteria evaluating predictive performance of models were set up 

such as (i) a recruitment prediction error, (ii) a Fishery Risk Criterion (with the potential loss 

of catches) and (iii) a Conservation Risk Criterion (with the frequency of recruitment 

overestimation). These criteria were used to compare models’ performance through their 

prediction ability, and the random slope model appears to be promising. Indeed, the time-

varying random slope model looks appropriate to address recruitment stochasticity. It provides 

limited prediction errors and do not favour a single criterion, among conservation or 

exploitation criteria, in detriment of the other one. In the future, it would be interesting to 

analyse the consequences of quota setting when using the random slope model for the 

achievement of the 40% escapement objective in France, and even, on the overall population 

dynamics. 
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ANNEXES 

Annex 1. Prior (on the left) and posterior (on the right) probability distributions of 𝜇𝐼𝑅0
 (here 

“log_IR0”), the recruitment slope for the first timestep (i.e. season 1979-1980) a[1], the 

standard deviation ση (here “taue”), and σslope (here “tauwalkpente”) when using the random 

slope model.  
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