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Definitions

Habitat patch Area in which a species can potentially live because it can complete its
entire life cycle there, in particular by reproducing there.

Hardy-Weinberg equilibrium and assumptions Under the 5 Hardy-Weinberg
assumptions (no mutation, no migration, no selection, random mating, and infinite
population size), Hardy–Weinberg Equilibrium states that genotype frequencies
remain constant. The allele frequencies are at an equilibrium both within and between
generations.

Locus A DNA sequence with a known physical location on a chromosome. In other words,
a locus is the position on a chromosome where a particular gene or marker is located.
The different existing versions of a locus are called the alleles.

Metapopulation Set of subpopulations of the same species separated in space or time and
interconnected by dispersal.

Neutral genetic marker A locus for which the alleles are independent from the selection
pressure.

Panmixia Random mating. In a panmictic population, all individuals can be partners. In
the metapopulation model used here, this means that females can reproduce with any
male within the patch with the same chance.

Permeability of an habitat Ability of an habitat type to be crossed by an individual.
A very permeable environment will be easily crossable (e.g. a field for a roe deer),
while a lowly permeable or impermeable environment will be difficult
or impossible to cross (a cliff or a highway for the same roe deer).
Antonyms: cost, friction

Spatial autocorrelation The importance with which an event in one location makes the
same event in a nearby location more likely. Here, it arises on whether neighbouring
individuals (or populations) are genetically more similar or more different than
individuals (or populations) who are not neighbours.
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1 Introduction

1.1 Ecological modelling to protect biodiversity

Anthropic pressures on ecosystems have led to the sixth mass extinction (Wake and
Vredenburg 2008; Secretariat of the Convention on Biological Diversity 2010; Barnosky
et al. 2011). In order to understand biodiversity loss and prevent it, numerous models
simulating flora and fauna were developed. Useful for research and public policies, they
help comprehend the interactions between human activities and biodiversity. For example,
modelling living systems was shown to be an undeniable asset for predicting the impact of
global change on biodiversity (Purvis et al. 2018), testing different reintroduction scenarios
(Hunter-Ayad et al. 2020), or estimating the extinction risk of a population (Beissinger et
al. 2009).
Among many other applications, such as impact assesment, conservation programs or
agroecology, models are relevant tools for decision-making in land use planning to protect
biodiversity. A species must have access to areas in which it can live and reproduce —
habitat patches —, but also be able to move between these areas via corridors (Fahrig
2003). In complex, fragmented and multi-use landscapes, in addition to limited resources,
it is necessary to prioritise to have the smartest possible impact on ecosystems and
metapopulations*. Finding ways to improve structural connectivity, i.e. the possibility for
individuals to move across the landscape, is possible by analysing physical characteristics of
the landscape. However, it is challenging to identify areas of interest to improve functional
connectivity, i.e. to increase the actual flow of individuals — and ultimately, of genes —
between habitat patches (Taylor et al. 2006). Ecological modelling can be particularly
useful to this end.
The complexity of existing population dynamics models varies considerably. They can
be population or individual-based (Pe’er et al. 2013). They are composed of submodels
that reproduce ecological processes, such as reproduction and dispersal (Grimm et al.
2014). Models can include highly specialised submodels to answer precise questions. For
example, some explicitly integrate inter-specific interactions by modelling several species
simultaneously, and others take epidemiology into account (Lacy et al. 2013; Hunter-Ayad
et al. 2020). Between different models, the sub-models of the same ecological process can
be very different. This disparity is particularly true for the simulation of movement during
dispersal (Palmer et al. 2011; Etherington 2016).

1.2 Landscape genetics as a tool for model evaluation

A recurring criticism of these models, used operationally and for research, is the general lack
of evaluation of their predictive power (Grimm et al. 2014; Chaudhary and Oli 2020; Hunter-
Ayad et al. 2020). Some metrics produced by population viability analysis (PVA) models,
such as population size or patch occupancy, have been confronted with field data (Brook et
al. 1997; Brook et al. 1999; Brook et al. 2000; Lindenmayer and Lacy 2002; Lindenmayer et
al. 2003). However, these metrics are not sufficient to evaluate the capacity of the models to
reproduce how a metapopulation works. Metapopulation models are constructed with several
submodels, and population size and patch occupancy are not influenced by all of them. These
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metrics do not depict flows between subpopulations and landscape functionality. Yet, many
landscape planning public policies seek to improve functional connectivity, such as Natura
2000 in Europe or the Green and Blue Infrastructure in France. For modelling to be relevant
for these policies, metric choice is crucial to assess the accuracy of the modelled connectivity
(Taylor et al. 2006; Kadoya 2008; Laliberté and St-Laurent 2020).
Moreover, submodels can interact with each other. The outputs of a metapopulation model
are not just the sum of the results of its submodels. While it is useful to evaluate the realism
of sub-models independantly, it is necessary to also use metrics that can account for the
combination of submodels. Population genetics is therefore an interesting candidate.
Landscape genetics is a discipline combining biology, ecology and geography. Defined by
Manel et al. (2003), it studies the links between genetic discontinuities and environmental
characteristics (Holderegger and Wagner 2006; Manel and Holderegger 2013). The further
apart two individuals are, the less likely they are to reproduce. After a certain time,
geographically distant populations present genetic differences. This phenomenon is called
isolation by distance (Wright 1943; Shirk et al. 2018). In addition, landscape elements can
influence the movements of individuals: they are facilitated by corridors and complicated
by barriers. This has repercussions on gene flow (Holderegger and Wagner 2006; Shirk
et al. 2018). Two populations separated by a non-crossable barrier will therefore be
more genetically different than by the mere effect of isolation through distance, while two
populations linked by a corridor will be genetically closer.
Genetic discontinuities are ideally derived from neutral genetic markers*. The alleles found
at these loci*, independent of the selection pressure, are a repercussion of both the number of
individuals present and their dispersal. They therefore reflect the demographic dynamics of
a metapopulation, with flows of individuals displayed by gene flow (Driscoll 2007; Baguette
et al. 2012; Mateo-Sánchez et al. 2015; Saastamoinen et al. 2017; Keeley et al. 2021).
Since empirical studies in landscape genetics generally seek to explain the observed genetic
structure by landscape elements (Manel et al. 2003; Holderegger and Wagner 2006; Storfer
et al. 2010; Schoville et al. 2012), the data they produce are suitable for a comparison with
metapopulation models outcomes, that are based on landscape elements to simulate dispersal.
Lindenmayer and Lacy (2002) suggested to analyse genetic variability to further test the
quality of predictions by the VORTEX software (Lacy 1993), and Wang et al. (2008) analysed
different least-cost path methods by correlating connectivity metrics with genetic data. Yet,
no robust and standardised methodology currently exists to evaluate metapopulation models
this way.

1.3 Context and objectives of this work

This internship was carried out at TerrOïko, a company created in 2012 that specialises in the
application of new technologies to address ecological issues, particularly about biodiversity.
This work is a continuation of the CIRFE program, which sought to assess the impacts of
transport infrastructures on biodiversity (Remon et al. Submitted; de Roincé et al. 2019;
Moulherat et al. 2019). Several models were investigated in contrast with mark-recapture
and genetics empirical data. As assessing a model by comparing its outputs to field landscape
genetics gave promising preliminary results, this is the focus of this work. A first validation
criterion was developed, based on the genetic differences between habitat patches (Moulherat
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et al. 2020). The objective of this internship is to add a second one, with a spatial component,
answering the following question: how to measure the ability of a model to replicate genetic
structuring in a landscape?
The hypothesis to be verified is that the simulated spatial genetic structure is similar to that
found from empirical data. Consequently, the procedure will not make it possible to verify the
realism of the behaviour of each individual, but only the realism of the general functioning of
the simulated metapopulation. The method was developed with an iterative approach. Early
results were used to adjust the method by improving its stability and robustness. To obtain
a generic method, procedure development was carried out with multi-taxonomic empirical
datasets from previously published studies in various landscape matrices.
The selection process of empirical landscape genetics studies will be followed by the
acquirement of a simulated genetic dataset with SimOïko (Moulherat et al. Submitted;
Moulherat 2014), the metapopulation dynamics model used here. The first validation
criterion will be presented. The complementary validation criterion, developed during this
internship, will then be detailed, and its results presented and discussed.

2 Materials and methods

2.1 Empirical landscape genetics studies selection

Since 2003, the landscape genetics field has expanded considerably, especially in North
America and Europe (Storfer et al. 2010; Fusco et al. 2021). A thorough bibliography
work was carried out to identify, among the many empirical studies on various taxa, datasets
potentially suitable for the evaluation of metapopulation models. During initial searches,
with poorly defined criteria, 111 publications were found, all empirical studies about the
genetic structures found in a given area in Europe, for one or more species.
To select the most adapted studies for this work, several criteria were defined, mainly about
the species and the study area. The species life cycle and dispersal behaviour must be
sufficiently well known to properly paremeterise the simulations. The study area must be
fairly small, at most 4000 km2, to allow for a meticulous cartographic characterisation plus
simulation in the time allotted for this internship. Precise geographic information (GIS) on
land-use must be available, so studies in Western Europe were preferred for convenience.

Table 1: Four selected empirical landscape genetics studies

Species Reference Individuals Loci Allele range
Capreolus capreolus Coulon et al. (2006) 1148 11 3 - 20
Alytes obstetricans Remon et al. (Submitted) 452 13 5 - 28
Abax parallelepipedus Remon et al. (Submitted) 796 10 3 - 5
Maniola jurtina Remon et al. (Submitted) 494 9 5 - 53

Polymorphism is here summarised by the minimum and maximum number of alleles per locus.
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With these more precise expectations, 25 studies were shortlisted. The authors were
contacted by email to find out more about their study, to introduce them to the research
project, and to see if they were interested in collaborating by providing their dataset. In
addition to data collected during the CIRFE program (Remon et al. Submitted), 12 datasets
about 11 different species were obtained. To develop the methodology, four species were
chosen: a mammal (the roe deer), an amphibian (the midwife toad) and two insects (the
parallel-sided ground beetle and a butterfly, the meadow brown). The datasets and their
origin are briefly described in Table 1.

2.2 Modelling metapopulations with SimOïko

2.2.1 Presentation of SimOïko

SimOïko is a modular simulator in metapopulation dynamics, spatially explicit, individual
based and stochastic (Moulherat et al. Submitted; Moulherat 2014). It simulates the life
of individuals organised in metapopulations based on their life cycle and the landscape in
which they evolve. Its modules — i.e. its submodels — are organised in three main categories,
representing ecological behaviours: dispersal, survival and reproduction.

Juvenile
Departure
from patch

Y

ExhaustionAlgorithm: SMS
dmax = 43 km

Reach another
habitat patch

N

D
IS

P
E

R
S

A
L

SURVIVAL

With       the 
recruitement
probability Y Adult

N

Adult REPRODUCTION Y

Juvenile(s)

AdultSURVIVAL

SURVIVAL
Y

N

Adult

Fawn(s)

N

Figure 1: One time step in SimOïko. Example of the roe deer. With: disp the event of
the individual leaving its patch; SMS the stochastic movement simulator (Palmer et al. 2011);

dmax the maximum dispersal distance; pR the recruitment probability adapted from the
Beverton-Holt model; k the competition coefficient; NA the number of adults of a patch; F the

number of fawns per female; and sJ/A/B the survival event of a juvenile/adult/newborn.

A simulation with SimOïko seeks to mimic how a metapopulation works in a given area.
Individuals live in their habitat patch, transition from one stage of their life cycle to another,
and reproduce. They can also disperse: leave their patch, move around in the landscape
matrix, and settle in another patch. This process, presented in Figure 1, is repeated for
several time steps equivalent to years, enough to allow the system to stabilise. A Monte-
Carlo method is used since the model is stochastic: several simulations are carried out with
the same initial conditions.
Several things are needed to set up a simulation. Some informations on the species are
sought from the bibliography: its lifecycle, the age- and sex-ratios, as well as its dispersal
and reproductive behaviour. The landscape where individuals live must also be described.
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A compilation of land-use data from different sources is carried out. They are superimposed
from the least precise (CORINE Land Cover) to the most precise (in France: Registre
Parcellaire Graphique, BD Topo®, BD Forêt®) (THIERRY et al. 2020). Since the aim
is to compare the simulation results with empirical data, the landscape is described as close
as possible to the time of the field study. Finally, it is also necessary to know how the species
interacts with the landscape : which environments are habitat patches, and how easily this
species can move within the different environments of the area. Taking a simplified example
for the roe deer: its habitat patches are forests, and individuals can cross fields easily, large
roads moderately, and cannot get through buildings.
Once the simulation is parameterised, it starts with an initialisation. Individuals are
distributed randomly among the different patches. Their number at t0 depends on the
surface of the study area assimilated to patches and the maximum density of individuals
per unit area. A random genotype is assigned to each diploid individual. Ten loci with
ten alleles each are simulated. Then, the simulation begins. At each time step, each
individual will undergo different events depending on the parameterisation, which drives
their random realisation. For example, the number of fawns per female per year follows a
Poisson distribution with the average fertility as its parameter (see Figure 1 for the roe deer,
with F̄ = 1.76).
Allelic transmission is Mendelian for independent loci. Within each patch, 4 of the 5 Hardy-
Weinberg assumptions* are met (the population size is not infinite). The genetics simulated
with SimOïko is therefore equivalent to the genotyping of neutral genetic markers. The
simulated datasets used subsequently are tKhe simulated individuals patches and genotypes
over 10 loci. If a patch has more than 30 individuals, 30 are randomly selected.

2.2.2 Parameterisation of the simulations for the 4 selected species

Table 2: Key demographics parameters of SimOïko for the selected species.
The life stages in bold are those during which dispersal occurs. With dmax the maximum

dispersal distance and disp the "departure from patch" event. Not all the references are given here.

.............. Roe deer Midwife toad Ground beetle Meadow brown

Stages Juvenile Juvenile Juvenile, Adult AdultAdult Adult Larvae

Dispersal dmax = 43 km dmax = 4 km dmax = 1.1 km dmax = 5 km
disp = 0.34 disp = 0.10 disp = 0.05 disp = 0.12

Patches Forests Still waters Forests Lawns, meadows

Ref. Debeffe et al. 2012 Arnold et al. 2010 Loreau 1985 Heikkinen et al. 2014
Debeffe et al. 2013 Clarke and Reading 1988 Loreau and Nolf 1993 Brakefield et al. 1982

SimOïko is a stochastic model, producing non-deterministic results. Fifty simulations were
thus done with the same initial conditions. Each simulation lasted 50 time steps, as it was
verified that this duration made it possible to reach an equilibrium state for all species.
The parameterisation was carried out according to the protocol usually followed by TerrOïko,
using data in the bibliography. If different sources were contradictory, or if the state of
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empirical knowledge on a species was incomplete, then the choice of the value given to the
parameter was dependent on an expert opinion. A summary of some of the main parameters
for each species is presented in Table 2. For the 4 selected species, the choice of mate within
each patch is set up as random, meaning that subpopulations are panmictic*.

2.3 Empirical and simulated data description

The data used fall into two categories: genetic and geographic. Genetics, both for empirical
and simulated data, consists of individual allele composition. As individuals are diploid, for
each allele at each locus, the allele frequency is either 0 (the individual does not have this
allele), 1 (it has this allele and is heterozygous at this locus) or 2 (it is homozygous for this
allele). For simulated individuals, whose genotype consists of 10 loci with 10 alleles each, the
genetic dataset has 100 variables.
Geographic data organisation of the selected empirical studies depends on the protocol
followed. For the midwife toad and the meadow brown, the coordinates of each genotyped
individual are recorded at the precise location where it was sampled. For the ground beetle,
the sampling method is population-centered: each individual is associated with the coordinate
of the trap where it was captured. For the roe deer, the study area was gridded. An individual
sampled in a given cell is associated with its centroid. As for the simulated data, individuals
are not associated with a precise coordinate but with the patch in which they live. Each
patch, defined during parameterisation, is a geolocated polygon.
There are significant quantitative and qualitative differences between empirical and simulated
data. Field and simulated datasets do not have the same individuals, so they must be
associated. Moreover, it is impossible to genotype all the field individuals present in the
area, unlike with a simulation, as shown by Table 3. Individuals of each simulation must be
sampled to simulate a field protocol.

Table 3: Number of field and simulated genotyped individuals

Roe deer Midwife toad Ground beetle Meadow brown
Field 1148 452 796 494
Simulations average 4514 210 2306 4733
Simulations min - max .. 4289 - 4768 126 - 332 2005 - 2623 4603 - 4830

Some limitations are expected to affect the similarity between the model outputs and the
empirical genetics. The empirical genetic structure of the midwife toad can hardly be
explained by landscape structuring elements (Remon et al. Submitted). Hence, the model
is expected to poorly retrieve genetic structure. The dispersal ability of the parallel-sided
ground beetle, poorly documented in the literature, is probably underestimated. If this is
indeed the case, genetic over-structuring by the model is expected. Finally, the edge effect
inherent to modelling should have a large impact on the roe deer simulated outputs due to
its presence outside the study area and its good dispersal ability.
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2.4 Evaluating a model with genetic distances between subpopulations

To assess the ability of models to mimic real life using genetic data, a first approach is to
measure the genetic differentiation between pairs of subpopulations, i.e. groups of individuals
living in the same patch. Bray-Curtis dissimilarity index was chosen to represent genetic
distances (GD). For convenience, the GD between subpopulations of habitat patches will be
written as the GD between patches. If the genetics of the metapopulation are accurately
simulated, then inter-patch GD provided by the model should be similar to those obtained
in the field (Figure 2).

FOR EACH OF THE 50 
SIMULATED DATASET
genotypes + patch

of all simulated individuals

1 FIELD DATASET
genotypes + coordinates

of a subset of real individuals
1000 

bootstraps
Association to

the closest
functionnal patch

1000 
samplings of individuals

Intra-patch

Inter-patch

Inter-patch

DATA PREPARATION GENETIC DISTANCES
INTER-PATCH

GENETIC DISTANCES
Simulation ~ Field

FIELD

SIM
UL

AT
IO

N

Figure 2: Evaluation of SimOïko’s ability to replicate inter-patch genetic
distances. After data preparation and calculation of genetic distances (GD), inter-patch

simulated GD are confronted to empirical ones. Quantiles at 2.5% and 97.5% of intra-patch
empirical GD are used for measuring the random genetic noise. 95% confidence intervals of

inter-patch GD, both for field and simulated data, are used to assess if simulated inter-patch GD
are sufficiently close to the field ones. In the schematic example on the right, 2 out of 3 GD

between patches are considered good predictions by SimOïko, since 2 crosses intercept the area
around the regression Simulated = F ield that takes genetic noise into account.

Field individuals are associated to the closest functional patch — the closest patch in which
individuals were present in at least one of the 50 simulations — and simulated individuals
are randomly sampled. Genetic data have a low signal-to-noise ratio, so random noise must
be taken into account (Storfer et al. 2007). To measure the accuracy of the GD, the field
dataset is bootstrapped. For each dataset, pairwise GD between individuals are calculated.
The mean and quantiles at 2.5% and 97.5% between all individuals of patch A and all
individuals of patch B gives the genetic distance between A and B with a 95% confidence
interval.
Assessing if SimOïko correctly predicted inter-patch GD is done with a linear regression,
with simulated inter-patch GD as a function of empirical inter-patch GD. If SimOïko gave
perfect results, then theoretically inter-patch GD from simulated data is equal to those from
empirical data. To take into account the random genetic noise, two linear regressions are
fitted, with the quantiles at 2.5% (resp. 97.5%) of intra-patch empirical GD as a function of
the mean intra-patch empirical GD:

Q2.5%(Intra-Patch GDF ield) = β0low
+ β1low

× Intra-Patch GDF ield

Q97.5%(Intra-Patch GDF ield) = β0up + β1up × Intra-Patch GDF ield
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The area between these fitted lines represents an area of acceptability of the difference
between empirical and simulated distances. A GD between two patches predicted by SimOïko
is said to be good if the 95% confidence interval of inter-patch GD intersects this area, as
described in Figure 2. Inter-patch GD are thus classified as well predicted by SimOïko or not.
This results in a percentage of good predictions for each one of the 50 simulations, which is
then summarised for all of the simulations.

2.5 Assessing the ability of a model to retrieve empirical spatial
genetic structures

Genetic data is highly noisy: genetic variance can even be equal or lower between patches than
within patches in some cases (Stevens et al. 2010). Therefore, multiple and distinct validation
metrics are necessary to robustly assess the ability of a model to reproduce gene flow. For
this reason, another criterion was developed, explicitly including a spatial component. The
procedure, summarised in Figure 3 and detailed below, verifies if simulated spatial genetic
structure is similar to that found from empirical data.

50 SIMULATED DATASETS
genotypes + patch

of all simulated individuals

1 FIELD DATASET
genotypes + coordinates
of a subset of individuals

BENCHMARK
FIELD

BOOTSTRAPPED
FIELD

SIMULATED

DATA PREPARATION
Section 2.5.1

Grid of the area with 
honeycomb cells

Association between 

Figure 3: Evaluation of SimOïko’s ability to replicate spatial genetic structure.

2.5.1 Preparing the empirical and simulated data to make them comparable

For the reasons explained in section 2.3, it is necessary to prepare the simulated and field data
for i) associating field and simulated individuals to be able to compare them; ii) sampling the
simulated individuals; and iii) having a measure of uncertainty. This process is summarised
in Figure 4.

1 FIELD DATASET

10 000 BOOTSTRAPPED 
FIELD DATASETS

100 BENCHMARK 
FIELD DATASETS

100 samplings of individuals 
in overcrowded cells

100 bootstraps

50 SIMULATED DATASETS

50 x 100 SAMPLED 
SIMULATED DATASETS

100 samplings to 

Figure 4: Data preparation steps after making a grid of the study area in honeycomb cells.
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The first step is to grid the study area. The size of honeycomb cells is chosen as a compromise
between geographic precision (smaller cells) and the ability to associate the most simulated
individuals with field ones (larger cells). Field individuals are then associated to the cell
in which they are located. An unbalanced number of individuals per cell could artificially
cause disparities in allele frequencies, and be interpreted as a strong spatial genetic structure
where there is not necessarily one. Subsequently, a maximum number of individuals per cell
is calculated with the median (M) and the first quartile (Q1) of the number of individuals
by cell (N the series of ncell > 0), by nmax = MN − 1.5 × (MN − Q1N). 100 samplings of field
individuals are done in overcrowded cells (ncell > nmax). The resulting 100 datasets will be
the benchmark, i.e. the empirical reference for subsequent comparisons.
Benchmark field datasets are sampled with replacement a hundred times,
giving 10 000 bootstrapped field datasets. The main aim is to assess the uncertainty
of the recovered spatial genetic structure. The comparison between the reference and
bootstrapped field data also helped making methodological choices during procedure
development. This was useful to avoid over-fitting the comparison process, which would
result in overestimating the similarity between simulated and empirical datasets.
For each one of the 50 simulations, 100 random samplings of simulated individuals are carried
out to mimic a field protocol. Then 100 random associations are done between field and
simulated individuals: in each cell, each field individual is randomly associated to a simulated
individual whose patch intersects the cell.
Another way of associating field and simulated individuals has been considered, by linking
field individuals to the closest functional patch, as for the first metric (see section 2.4). This
approach was not retained, as the comparison between bootstrapped and benchmark field
data gave poorer results than when the association was made with grid cells.

2.5.2 Capturing the spatial distribution of genetic variability with spatial PCA

After their preparation, the datasets are comparable. They all consist of allele frequencies of
individuals located in a cell. These high dimensional data are complex and must be reduced
to be understandable. Multivariate analysis methods such as Principal Component Analysis
(PCA) are widely used to retrieve important information from genetic data, such as spatial
genetic patterns and dispersal events (Jombart et al. 2009). However, PCA is not spatially
explicit, and Novembre and Stephens (2008) highlighted that “mathematical artifacts [. . . ]
arise generally when PCA is applied to data exhibiting a ‘spatial’ covariance structure,” which
is most often the case in landscape genetics because of isolation by distance.
Spatial PCA (sPCA) (Jombart et al. 2008) is an adapted PCA developed to uncover spatial
patterns in genetic variability. It differs from PCA in that its principal components (PC)
do not maximise genetic variance, but the product of variance and spatial autocorrelation*.
Spatial autocorrelation is measured by Moran’s I (Moran 1950), which range from −1 to 1.
If I > 0, it means that individuals are more genetically different from distant individuals
than from their neighbours, and conversely if I < 0.
A sPCA require 2 inputs: allele frequencies and a connection network (CN) to compute
Moran’s I. Allele frequencies can be individual or population-centered. Both were tested,
with a population as the set of individuals in the same grid cell. Population allele frequencies
were used for the sPCA, whose process is described in Figure 5
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Population 
coordinates

Connection
network

eig(v) = var(Xv) × I(Xv)
scores(v) = Xv  

Principal
components that 
maximize |eig(v)|

Centered population 
allelic frequencies X

Scores of PC for which eig > 0
(global structure)

Scores of PC for which eig < 0
(local structure)

Figure 5: Spatial PCA. With eig(v) the eigenvalue of the principal component corresponding
to the latent variable v, and scores(v) the population coordinates on this PC.

PC are retained as long as |eig(v)|> 10−14.

To implement autocorrelation in sPCA, a connection network is built. This require
population coordinates. The centroid of the cell of the population is used. Eight connection
networks were tested, using the function chooseCN of the package adespatial (Dray et al.
2021): 1) Delaunay triangulation, 2) Gabriel graph, 3) relative neighbours and 4) minimum
spanning tree 5) 1-nearest neighbour, 6) 3-nearests neighbours, and two neighbourhood by
distance networks. For 7) the populations are close if the distance between them is less than
the maximum dispersal distance (see Table 2); and for 8) the distance is chosen so that each
population is connected to at least another. Testing these different networks may allow for a
more detailed interpretation of the results regarding the species behaviour, and for insights
on the procedure sensitivity to the connection network.
The outputs of a sPCA are different than those from of a plain PCA. The main distinction
is that some PC’s eigenvalues, as the product of variance and spatial autocorrelation, are
negative. They cannot be interpreted as the percentage of variance explained by the PC. A
PC with a positive eigenvalue, where I > 0, highlights global structures, whereas a PC with
a negative eigenvalue highlights local structures.
Local structures are expected to be non-significant. For the four selected species, no
repulsion behaviour between genetically related individuals has been reported in the
literature. Moreover, SimOïko does not reproduce repulsion between genetically close
individuals. However, because their computation is directly derived from the connection
network, the different CNs should strongly influence what is considered global or local.
The spatial genetic structure retrieved by the sPCA subsequently exploited is represented by
the scores of each population on PCs. Two complementary approaches are implemented to
compare sPCA outputs.

2.5.3 Visual comparison of simulated and empirical spatial distribution of
genetic variance

For each of the 50 simulations, 10 000 comparisons with the sPCA of benchmark field
are required. The same number of comparisons must be made between benchmark and
bootstrapped field. Comparing thousands of charts is impossible with the naked eye, so a
compromise between ease of interpretation and level of information retained must be found.
To exploit the ability of sPCA to find global and local structures, 3 PC will be
graphically analysed: the first two positive axes (PCs with the 2 highest eigenvalues)
and the first negative axis (PC with the minimum eigenvalue). With sPCA, just
like with PCA, the sign of coordinates on an axis can change; so the scores are
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homogenised. A benchmark field sPCA is randomly selected as a reference (Ref).
For a given PC, if the difference between the scores of sPCA X and Ref is smaller
when X scores are replaced by their opposite, then scoresX are replaced by −scoresX .
Mathematically, this is done if ∑N

pop=1 (|scoreRef
pop − scoreX

pop|) >
∑N

pop=1 (|scoreRef
pop + scoreX

pop|).

10 000 BOOTSTRAPPED FIELD sPCA100 BENCHMARK  FIELD sPCA 500 000 SIMULATED sPCA

Homogenised scores for each population (cell) on either the 1st positive PC, the 2nd positive PC or the 1st negative PC

MEAN SCORE
-1 0 1

STANDARD DEVIATION
0.1 0.8

MEAN SCORE
-1 0 0.9

STANDARD DEVIATION
0.2 0.6

MEAN SCORE
-1.2 0 0.8

STANDARD DEVIATION
0.1 0.9

How stable is the spatial genetic structure
retrieved from 

Figure 6: Visual analysis of spatial genetic structures. This is a schematic, fictive
example. Cells in white are those in which there are no individuals and therefore no sPCA score.

For each set of sPCA (benchmark field, bootstrapped field and simulated), and for the
3 selected PC, the mean and standard deviation (SD) of those homogenised scores are
calculated by population. They are then represented in a map of grid cells. SimOïko’s ability
to reproduce spatial genetic structure is evaluated by comparing these maps, as shown in
Figure 6. Another visualisation is added for convenience, with scores interpolated over the
study area with a local LOESS regression.
This visualisation is a good way to explore the results, but its drawbacks must be noted.
First, the same structure could be retrieved on different PC, so a summary of the scores by
PC must be interpreted carefully. If two patterns have almost the same importance, they
might have 1 chance out of 2 to be retrieved in either the 1st or the 2nd positive PC, and
scores averaged by PC makes little sense. Second, the mean and SD of the different sets of
sPCA are not calculated on the same number of sPCA. Finally, assessing if the model is able
to reproduce the empirical genetic spatial structure or not with charts is subjective. It can
be difficult to do in regard to the field bootstrap. Consequently, it is not a clear criterion,
hence the interest of a second way of analysing sPCA outputs.

2.5.4 Correlation between simulated and empirical spatial genetic structures

10 000 BOOTSTRAPPED 
FIELD sPCA

100 BENCHMARK  
FIELD sPCA

50 x 10 000 
SIMULATED sPCA

CORRELATION
Pearson correlation 

coef

Figure 7: Computation of spatial genetic structures correlations.
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The correlation computation between the simulated and empirical sPCA outputs is described
in Figure 7. It compares spatial genetic structures retrieved on all the PCs. To keep their
order of importance, the scores of each PC are weighted by its eigenvalue. Distance matrices
between populations are then calculated. For a more complete and clearer analysis, the scores
are divided into two categories: the global structure (PCs with positive eigenvalues only) and
the local structure (PCs with negative eigenvalues). The distance matrices, through their
computation, handle the fact that the same structure can be found on two different PCs.

CORRELATION

FR
EQ

UE
NC

Y

10
Correlation between 
benchmark 

Figure 8: Distribution of spatial
genetic structures correlations. Fictive

distribution with only 4 simulations. Two
charts like this are made for each species

(global/local structures).

Correlation between pairwise matrices is
derived from the Mantel test. The correlation
coefficient is Pearson correlation R between
the two vectors of pairwise distances between
populations, corresponding to a half distance
matrix. A leave-one-out jackknife procedure
is used to estimate R.
The intervals between quantiles at 2.5% and
97.5% of correlations between benchmark and
both bootstrapped field and simulations are
displayed. Their intersection gives the good
predictions of the empirical spatial genetic
structure by SimOïko. The rate of good
predictions is the percentage of correlations
between benchmark field and simulation that
are in interval G of Figure 8.
Correlation between a random simulation and the other 49 simulations are likewise computed.
This supplementary approach is another tool to understand results. It helps to assess the
consistency of the comparison method. It can allow for a more detailed understanding of
random genetic variability and the effect of SimOïko stochasticity on genetic structure.

3 Results
Note: these are preliminary results. Because of time constraints, only 635 combinations
for each simulation were made to obtain the results presented below (25 bootstraps,
associations, samplings instead of 100 as in Figure 3, i.e. 10 000 combinations in total).
For the roe deer, only 30 simulations were used.

3.1 Reproduction of inter-patch genetic distances by the model

The model’s ability to replicate inter-patch genetic distances, evaluated as presented in
section 2.4, is recapitulated in Table 4. Simulated inter-patch GD were generally higher
than the field ones, as shown by the charts. Intra-patch GD were relatively important,
especially for the ground beetle.
Good predictions rates differed largely between species, ranging from 25% for the parallel-
sided ground beetle to 92% for the meadow brown. The stochastic functioning of the model
had an important effect for the ground beetle and the midwife toad, as seen in the wideness
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of the range of good predictions rates values taken by the different simulations. For some
simulations, inter-patch GD were closer to the empirical ones.

Table 4: Multi-taxonomic evaluation of simulated inter-patch genetic distances.
The charts are a schematic representation of the comparison between simulated and empirical
inter-patch genetic distances the most commonly found across the 50 simulations (blue-brown

circle) and an indication of intra-patch GD variability (light brown area) — see Figure 2.
Good prediction rates are presented with their mean and the range between
quantiles at 2.5% and 97.5% across the 50 simulations (30 for the roe deer).

Roe deer Midwife toad Ground beetle Meadow brown

FIELD

SIM
UL

AT
IO

N

FIELD
SIM

UL
AT

IO
N

FIELD

SIM
UL

AT
IO

N

FIELD

SIM
UL

AT
IO

N

Good predictions 63.88 % 46.79 % 25.36 % 92.39 %
95% CI [61.00, 66.77] [32.94, 61.43] [10.31, 40.00] [92.01, 92.89]

3.2 Detailed analysis of simulated against empirical spatial genetic
structure for the parallel-sided ground beetle

The best connection network for the parallel-sided ground beetle was distance based. Cells
were considered as neighbours when they were separated by less than 4500m. The results
presented afterwards are the ones with this CN.
The scores of the sPCA were firstly geographically represented (see section 2.5.3). Figure
9 shows maps of genetic structure retrieved by the sPCA for three principal components.
Areas with scores close to 0 are those where individuals are not genetically distinctive from
the others. The further apart the scores of two areas are, the more different the individuals
in those areas are.
There are very little differences between benchmark and bootstrap field, making the
comparison between benchmark field and simulations meaningful. The first global PC
retrieves a north-south gradient both in the field and in the simulation, even though it is
slightly offset. The second global PC displays two distinctive yellow shapes, highlighting two
differentiating areas. The most important one in the east and the other in the north-west.
The model manages to find them as well but they are a little staggered. The local patterns,
analysed with scores and SD within cells because the interpolation gave unreliable results,
were different in the field and in the simulations. For all cases, the SD was high in
comparison to the scores, especially for the simulations.
Histograms of the correlations of sPCA scores are presented in Figure 10 for the parallel-sided
ground beetle. Computed as described in section 2.5.4, correlations of either all the global
or all the local structures were calculated for different comparisons: either empirical against
empirical (grey), empirical against simulations (gradient) or simulation against simulations
(blue).
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Figure 9: Visual assessment of spatial genetic structures for the parallel-sided
ground beetle. The scores in the cells were interpolated with a local LOESS regression.

Note that while the regression is able to interpolate scores and SD for global structures, it does not
work as well for local structures. For example, for the 1st local PC of simulations — maps on the

bottom right —, scores in cells ranged from −0.6 to 0.5, and SD from 0.2 to 0.8.
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Figure 10: Distribution of correlations of spatial genetic structures for the
parallel-sided ground beetle. See Figure 8. CI stands for confidence interval. The black

lines are the average correlations for the comparisons field/simulations or simulation/simulations.
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The distributions of correlations between benchmark and bootstrapped field are left-skewed.
All the distributions displayed, except for correlation between global benchmark and
bootstrapped field, are platykurtic: the values of correlation are spread out and the resulting
distribution is flatter. Comparing benchmark field to its different bootstraps for local
structures gives a wide range of correlations. This indicates that what is retrieved from the
sPCA as local structures is either unstable or has a low significance.
The distribution of correlations between field and simulations is very close to the one between
a random simulation and the others. This is noteworthy, as it can help understand if
the validation criterion effectively assesses if the model predicts a realistic spatial genetic
structure, or if it is mostly dependent on the stochasticity of the model. The latter seems to
be the case for this species.

3.3 Overview of the evaluation of spatial genetic structures

The results of the metric regarding spatial genetic structure, which were detailed for the
parallel-sided ground beetle above, are summarised for all species in Table 5, through their
visual evaluation, their correlations, and the percentage of correlations that were considered
good (in interval G of Figure 8). For simplification, the visual analysis for each principal
component exploited was summed up into four categories: similar if the patterns and scales
were alike for the benchmark field and the simulations, resembling if some differences existed
but the general arrangement was still common, different if there was no concordance, and
non conclusive if the bootstrapped field was too different from the benchmark field.

Table 5: Multi-taxonomic evaluation of the simulated spatial genetic structures.
With G the global and L the local spatial genetic structures; R the correlation between

benchmark field and simulations, R̄ its mean, CI(R) its 95% confidence interval (see 2.5.4), % the
percentage of good correlations. The results are only presented for the best connection network

(CN) for each species, chosen as the one with the most stable results, i.e. with the tightest
distribution of correlations.

Species Roe deer Midwife toad Ground beetle Meadow brown
Best CN d < 1651m d < 3144m d < 4500m d < 1623m

V
isu

al G 1st PC Resembling Similar Resembling Resembling
G 2nd PC Resembling Resembling Resembling Resembling
L 1st PC Different Resembling Different Different

C
or

re
la

tio
n G R̄ 0.145 0.459 0.458 0.295

CI(R) [0.056, 0.246] [0.083, 0.835] [-0.082, 0.812] [0.197, 0.388]
L R̄ 0.436 0.404 0.129 0.367

CI(R) [0.366, 0.503] [0.000, 0.794] [-0.265, 0.782] [0.275, 0.460]

% G 0 % 18.78 % 20.97 % 0.31 %
L 0 % 18.07 % 21.19 % 3.93 %

The midwife toad and the ground beetle gave results with a high variability. Correlations
between simulations with the same initial conditions and empirical data took a wide range
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of values [CI(R)]. This highlights the uncertainty of the average correlation. The adequacy
between empirical and simulated spatial genetic structures was better for global than for
local ones. This can be seen with the correlations as well as with the visual assessment.
Surprisingly, the percentage of good correlations for local structure is not that different from
the one for global structures. This is a result of a larger confidence interval of the correlations
between benchmark field and bootstrapped field for local structures.
For the meadow brown and the roe deer, the correlations uncertainty is lower but the good
correlations rates are very low. Surprisingly, the correlations are better for local than global
structures, although the visual assessment is better for global structures.
For all species, the best CN was one constructed with distances. More precisely, it was the
one considering that cells were connected if they were closer than the minimum distance
to connect all cells to at least another (in section 2.5.2, the 8th CN presented). The other
networks gave contrasting results for local structures; and for global structures, both the
visual analysis and the correlation were poorer when comparing benchmark field to either
bootstrapped field or simulations.

4 Discussion

Generally, the model realistically reproduces the empirical genetic distances. Spatial genetic
structure recovered from empirical and simulated data are visually close. Yet, the resulting
percentage of good correlations is low.
It is important for results interpretation to keep in mind that they are intertwined
consequences of the metapopulation model functioning and parameterisation (section 2.2)
as well as the comparison methodology, with its two validation metrics. The first one
evaluates the ability of the model to replicate inter-patch genetic distances (section 2.4),
while the second one assesses if the simulated spatial genetic structure is equivalent to the
empirical one (section 2.5).

4.1 Evaluation of the model and its parameterisation

This work highlights that SimOïko tends to overestimate the genetic structure (Figure 9,
Table 4). The simulated genetic distances between patch for the ground beetle are more
important than the empirical ones (Table 4). Its maximum dispersal distance of 1.1 km
(Table 2) used in the simulation is indeed probably underestimated. This can lead to an
overestimated genetic structure. The more a species is able to move around the landscape,
the more individuals disperse between subpopulations. This results in a greater gene flow,
and subpopulations are less genetically different. Underestimating the maximum dispersal
distance of a species reduces its ability to move across the landscape in the simulation, and
thus lead to genetic over-structuring compared to the field data.
This difference between field and simulation is also found for the midwife toad. It is
the only species for which the number of individuals simulated is lower than that of
individuals genotyped in the field (Table 3), which is unusual enough to be a good indicator
of a parameterisation to be reviewed. Indeed, field work showed that some of the main
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reproduction sites were a washing area with still water in a motocross and a unused private
swimming pool (S. Moulherat, personal communication, June 2021). Neither are considered
habitat patches for the simulation, since this is unpredictable without a field assessment.
However, in the simulation, the subpopulations live only in what is defined as a patch in
the landscape matrix. A wrong definition of patches could greatly influence the results
of the simulation. For example, an undefined patch in the simulation may render virtual
individuals unable to cross an area (Figure 11a) while real individuals can (Figure 11b),
resulting in a different genetic structure.

Genetic differentiation

a. b.

Figure 11:
Possible impact
of a poor patch

definition.

The model poorly retrieved the empirical spatial genetic structure of the
roe deer. This species is distributed throughout most of Europe (p. 140
of Aulagnier et al. 2010), and roe deer are most certainly abundant
outside of the 2700 km2 area used for the simulation. As they disperse
over relatively long distances (Debeffe et al. 2012), individuals outside
the study area surely have a great influence on the genetic structure,
influence that is not simulated. The combination of a good dispersal
ability and the presence of roe deer outside the study area most likely
leads to an important edge effect. Evaluating a model with genetics
might thus not be adapted for such species, unless very large areas are
simulated, which would require significant computing power and time.
Another hypothesis that could explain poor predictions of the model
is that it does not integrate the temporal evolution of the landscape. The model only
incorporates a landscape at a given point in time, chosen here as close as possible to field
sampling. The individuals are then simulated in this same landscape for 50 years. If barriers
or corridors are recent, they have not yet had any visible impact in the empirical genetic data,
but they do impact the simulation results. The availability of GIS data and the time needed
to compile them do not currently allow the systematic inclusion of landscape evolution over
time for operational studies.

4.2 Assesment and management of the high random noise

Genetic data is appropriate to obtain insights about metapopulation functioning, as showed
by numerous landscape genetic studies (Storfer et al. 2010). Many statistical analysis
methods were developed in the last two decades to tap their full potential (Guillot et al. 2009;
Peterman and Pope 2021). Different approaches can give different results, as highlighted by
Balkenhol et al. (2009) by measuring the level of agreement between various methods; and
by Coulon et al. (2006) who found divergent genetic groupings with two different Bayesian
clustering software. This supports the interest of using different methods to analyse empirical
landscape genetics data, and also applies for their comparison with simulated data.
Even if two criteria are implemented in this procedure, both give outputs with large confidence
intervals (Figures in Table 4 and Table 5). This is supposedly due, for the most part, to the
high genetic variance. Since assessing whether the model predicted the metric accurately or
not depends on the said confidence interval, it is possible that the good predictions rates are
biased upward. For the criterion based on sPCA, it was mainly good predictions of local
structures that were overestimated. Indeed, even if correlations and visual evaluation were
poorer for global structures than for local ones, the percentage of good correlations were
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close. The larger variance in correlations for local structures between the benchmark field
and the bootstrapped field artificially increased the percentage of good correlations.
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Figure 12: Impact of the
variance of genetic distances
on model evaluation. A high

variance results in biased good
predictions rates.

This is also true for the other criterion, since simulated
inter-patch genetic GD are considered good predictions
or not depending on inter-patch and intra-patch GD
confidence intervals. If these intervals are too wide due
to a lack of genetic structure, then most simulated inter-
patch GD will be classified as similar to those from the
field. Figure 12 illustrates this issue and highlights the
importance of a graphical representation.
Parisod and Holderegger (2012) noted that geography-
wise, the sampling design of empirical landscape genetic
studies is important “to tease apart spatial dependency
from spatial autocorrelation.” As described in the second
paragraph of section 2.3, the protocols for sampling field individuals differed across the
studied species, yet they were compared to the simulations with the same methodology. The
impact of these protocol differences on this methodology has not yet been assessed. Possible
repercussions of a less suitable sampling protocol on the sPCA-based criterion might be i) a
higher standard deviation for the visual assessment (Figure 6), and ii) a flatter distribution
of the resulting correlations (Figure 8, i.e. a larger CI(R) in Table 5).
To make this method more robust, it would be ideal to add other validation criteria based on
the same data. A first idea is to use Bayesian clustering methods. Developed for landscape
genetics, they are widely used in empirical studies (Guillot et al. 2009). For example, the
geneland program (Guillot et al. 2011) gives a map of posterior probability of population
membership after clustering. Such maps could be acquired for empirical and simulated data
and compared with pattern recognition algorithms.
Genetics, as an integrated result of multiple ecological processes, theoretically allows the
evaluation of a metapopulation model as a whole and not just throughout some of its
submodels. Due to the large random noise of genetic data, other metrics based on non-
genetic data would be welcome, even if they only help assessing the robustness and realism
of one of the submodels. For example, movement during dispersal events can be assessed
with telemetry tracking data (McClure et al. 2016; Zeller et al. 2018).

4.3 Appreciation of some methodological choices

Contradictory results between the two validation criteria. For a species, the closer
the simulated and empirical genetic distances are, the fewer correlations are considered good.
The same data is used, so this difference is most likely due to the comparison methodology.
This discrepancy is not yet explained and requires further investigation. A first idea is to
run the second validation metric procedure with regular PCA instead of sPCA to examine
whether this may be due to autocorrelation.
Impact of the connection network on the comparison of spatial genetic structures.
The best CN was always distance-based (Table 5). The other networks, not parametric,
change from one simulation to another. They are built directly from inhabited cells,
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and because the model used here is stochastic, some cells may contain individuals in one
simulation and be empty in another. The distributions of the correlations were slightly
flatter for non parametric networks (as in Figure 8, Figures not shown here). Additional
variability may hence be generated with non parametric networks.
Part of the results due to the model stochasticity. Correlations between a simulation
and the others gave noteworthy results, with a distribution almost identical to correlations
between the benchmark field and the simulations (Figure 10). What is retrieved by this
validation metric is most likely highly influenced by the model stochasticity, and some
simulations can give very different results. For some species, e.g. the midwife toad, the
distribution of correlations showed two peaks. Multimodal distributions could be a result
of several potential states of equilibrium. Running 50 simulations would determine the
range of possibilities for this species in this landscape. Their comparison with field data
is therefore delicate, as the empirical data are the result of a single sequence of stochastic
events. Assuming this, even if only a few simulations correctly predict what is found on the
field, it allows us to say that the model has a realistic way of functioning. This highlights the
importance of running several simulations with a stochastic model in order to make properly
informed decisions.
Interpretation of these results. Limitations have been identified beforehand, especially
regarding the model parameterisation. To evaluate the model functioning in itself, its
parameterisation could have been optimised using field data, including the genetic data used
here. The results presented should therefore not be seen as an evaluation of the model alone,
but rather as an evaluation of the whole simulation procedure, including a non-optimal
parametrisation of the model. This procedure corresponds to what is most often done for
operational studies, since field data are not always available.

4.4 Comparison with similar work

To my knowledge, no other robust methodology has yet been developed to robustly evaluate
metapopulation models with genetics. Wang et al. (2008) used a correlational approach,
which has important limitations (Janse et al. 2021). Savary et al. (2021) also used
correlational methods related to landscape genetics, but with data and objectives that differ
from the ones in this work.
Correlating different least-cost path models with raw empirical genetic data, as has been
done by Wang et al. (2008), can be useful for comparing the said models. But this approach
is insufficient to assess the quality of the models’ prediction. The methodology proposed here
attempts to overcome this shortcoming by i) using several validation criteria and graphical
representations to better understand the results, and ii) bootstrapping field data, for each
of the criteria, to be able to assess whether the comparison results are good or not.
As is, it is difficult to judge how good are the results obtained by comparing them with
other work, since both the evaluation methodology and the model evaluated differ from
other studies. To make the correlations retrieved from sPCA scores more comparable with
correlations calculated by Wang et al. (2008), the calculation of the correlation between the
simulated and observed inter-patch genetic distances is in the process of being added to the
procedure.
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As for Savary et al. (2021), they did not compare empirical data with simulation outputs, but
their results are helpful in saying that the range of the correlations obtained seem relevant
(Table 5). They compared genetic distances and genetic graphs, both simulated and based
on the same virtual landscape. Different distances and graphs were compared, with the aim
of improving the methods used in empirical landscape genetics studies. Interestingly, they
obtained correlations ranging from 0.47 to 0.86. The correlations they obtained are not as
close to 1 as one could expect for a comparison between methods based on the exact same
landscape. This work makes it possible to better judge the quality of correlations with genetic
data, taking into account their inherent noise.

5 Conclusion

The ability of the model to reproduce metapopulation genetics differs across the four studied
species. It manages to emulate realistically the genetic distances between subpopulations,
especially for the meadow brown. Precise spatial genetic patterns are not well recovered,
either because of the comparison methodology or because the model. Overall, the method
developed can give interesting insights on a model, but must be used carefully. Its main
drawback is the large variance of its outputs.
Evaluating metapopulation models in regards with empirical data has several interests. The
most important for institutions and decision-makers in conservation biology is the evaluation
of the model itself, as it can help determine the degree of confidence and importance to
be attached to its results. In the future, this evaluation could also be used to select the
most appropriate model(s) for a given situation. However, to my knowledge, the only other
metapopulation models currently incorporating genetics are VORTEX, RAMAS/metapop
and META-X. Most models are therefore impossible to evaluate using this method.
This procedure could also be useful for those developing metapopulation models. It may give
them insights into what can be improved, and what needs to be given special attention in
order to make the best use of the model. The more complex model is, the more difficult and
time-consuming its parameterisation is. This comparison with field data could help to find
the best compromise between simplicity and realism.
The evaluation procedure developed and described in this thesis is not yet finalised. A first
objective is to add at least two more comparison criteria: i) the direct correlation between
genetic distances, and ii) a metric derived from Bayesian clustering. A second objective is
to apply the procedure to compare SimOïko outputs with empirical studies for species whose
data sets are available but have not yet been exploited. The procedure described is currently
applied to the Slow worm (Anguis fragilis) and the Minnow (Phoxinus phoxinus). It is also
planned to apply it to a bird.
Using landscape genetics to evaluate the ability of models to reproduce the functioning of real
metapopulations is promising. In an era where biodiversity loss requires significant action,
and where computing powers are increasing, the use of modelling in ecology takes on its full
meaning. We might as well develop and use reliable models to have a truly positive impact.
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