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1 Introduction
A fundamental problem in algebraic geometry is to determine which va-
rieties are rational, that is birational to the projective space. The study
of this problem is very interesting because its uses vastly differents meth-
ods. Moreover this problem has relations with the theory of fields as we
will see. In this master thesis, we’re going to be interested in a weaker
notion than the rationality which is the unirationality of a variety X,
that is, the existence of a dominant rational map from Pn to X, where
n is the imension of X. We clearly have that if X is a rational variety,
then X is unirational. At the end of the 19th century, Lüroth proves that
is L is an intermediate field extension between k and k (X), then there
exists a rational function f in K (X) such that L is equal to K (f (X)).
It means that if we have a dominant rational map from P1 to an alge-
braic curve whose admits L as function field, then C is a rational curve.
This theorem will be the object of the first part. Moreover, in the first
part, we’re going to introduce some tools which will turn out to be very
useful in the study of the rationality, like the geometric genus and the
arithmetic genus. In the second part, we’re going to prove the Castel-
nuovo’s theorem, which has for consequence the similar result than the
Lüroth’s theorem but for separable surfaces. In dimension 3, even over
an algebraically closed field, it becomes false that a variety X is rational
if and only if it is unirational, however we will see in the last part that
any hypersurface of degree 3 in Pn, with n at least 3, is unirational and
we will prove it in the case of an algebraically closed field of character-
istic zero. On the other hand, most of these cubic hypersurfaces are not
rationals. In fact, the mathematicians Clemens and Griffiths proved in
1972 that the general cubic hypersurface in P4 is not rational.

2 Preliminaries
In all this master thesis, unless otherwise stated, k will be an algebraically
closed field. Unless otherwise stated we will denote by variety an integral
separated scheme over k. Let us first give some definitions in order to
introduce the notion of rationality for a variety.

Definition 2.0.1. If Y is a variety, we define the function field K (Y )
of Y as follows: an element of K (Y ) is an equivalence class of pairs
< U, f > where U is a nonempty open subset of Y , f is a regular function
on U , and where we identify two such pairs < U, f > and < V, g > if
f = g on U ∩ V .

Definition 2.0.2. If Y ⊆ An is an affine algebraic set, we define the
affine coordinate ring A (Y ) of Y , to be A/I (Y ).

Definition 2.0.3. Let X,Y be varieties. A rational map f : X 99K Y
is an equivalence class of pairs < U, fU > where U is a nonempty open
subset of X, fU is a morphism from U to Y , and where < U, fU > and
< V, fV > are equivalent if fU and fV coincide on U ∩ V .
We say that the rational map f is dominant if for some pair < U, fU >,
the image of fU is dense in Y .
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The fact that the relation defined on the pairs < U, fU > actually is an
equivalence relation result from the following lemma.

Lemma 2.0.4. Let X and Y be varieties, let f and g be two morphisms
from X to Y , and suppose there is a nonempty open subset U ⊆ X such
that fU = gU . Then f = g.

Proof. Let us consider the fiber product of Y with itself over S = Spec (k).
By the universal property of the fiber product, there exists a unique mor-
phism h = (f, g) : X −→ Y ×S Y such that the following diagram

Y

X Y × Y

Y

f

g

h

p

q

is commutative. Let ∆ = ∆Y/S be the diagonal morphism of Y → S.
Then we have the following commutative diagram

Y

X Y Y × Y

Y

f

f

∆

p

q

Hence, we have ∆ ◦ f = (f, f). Since f and g coincide on U , we have
that ∆ ◦ f and h coincide on U , by unicity of h. Hence we have that
U ⊆ h−1 (∆ (Y )). Since Y is separated, ∆ (Y ) is closed. Therefore we
have that X = h−1 (∆ (Y )). So for every x ∈ X we have f (x) = g (x).
Then we have shown that f = g as maps. It remains to show that
f = g as morphisms. Let us work locally on X and suppose that X =
Spec (B) and Y = Spec (A) are affine, and also that U contains a non-
empty principal open subset D (b) ⊆ U ⊆ X. We then have two ring
homomorphisms φ, ψ : A −→ B such that φ (a) = ψ (a) in Bb for all
a ∈ A, since f |D(b) = g|D(b) as morphisms of affine schemes. Since X is
integral, B is an integral domain so the localization B → Bb is injective.
So φ = ψ. Hence f = g as scheme morphisms.

Remark: The composition of two rational maps isn’t always defined.
For example, if f is a constant map on X and g is not defined at the
point f (X) then the composition g ◦ f has no sense. On the other hand,
if h : X 99K Y is a dominant rational map, then for any open V ∈ Y , we
have h−1 (V ) 6= ∅ since h is dominant and so, denoting W ⊆ Y an open
subset on which g : Y 99K X admits a representant, the composition
g ◦ h is well defined since the composition as morphisms is well-defined
on W ∩ V , where V is an open subset of Y .
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Definition 2.0.5. Let X, Y be varieties and let f : X 99K Y be a
dominant rational map. We say that f is a birational map if there exists
a rational map g : Y 99K X such that f ◦ g = idY and g ◦ f = idX as
rational morphisms.
If there exists a birational map from X to Y then we say that X and Y
are birationally equivalent, or simply birational.

Definition 2.0.6. Let X be a variety and let n be its dimension.
We say that X is rational if it is birational to Pn.
We say that X is unirational if there exists a dominant rational map from
Pn to X.

From the definition, we see that if X is a rational variety, then X is
also an unirational variety. The goal of this master thesis is to study
when the converse is true, that is, if X is a unirational variety, then is
X a rational variety. An important result to answer this question is the
following Theorem.

Theorem 2.0.7. Let X, Y be two varietes. There is a bijection between

i) the set of dominant rational maps from X to Y ,

ii) the set of k-algebra homomorphisms from K (Y ) to K (X).

Moreover, this correspondance gives an equivalence of categories between
the category of varieties, which morphisms are the dominant rational
maps, and the category of finitely generated field extensions of k.

Proof. We will construct an inverse to the mapping given by the construc-
tion below. Let θ : K (Y ) −→ K (X) be a homomorphism of k-algebras.
We wish to define a dominant rational map from X to Y . The open
affine subsets form a topological basis of Y so we can cover Y by affine
open subsets. Hence we may assume that Y is affine.
Let A (Y ) be its affine coordinate ring, and let y1, . . . , yn be genera-
tors for A (Y ) as a k-algebra. Then θ (y1) , . . . , θ (yn) are rational func-
tions on X. We can find an open set U ⊆ X such that the functions
θ (yi) are all regular on U . Then θ defines an injective homomorphism
of k-algebras A (Y ) → OY (U). Since Y is affine, the canonical map
ρ : Mor (U, Y ) −→ Hom (A (Y ) ,OU (U)) is a bijection so this morphism
corresponds to a morphism φ : U −→ Y , which gives us a dominant
rational map from X to Y . That gives us a map of sets from the set of
k-algebra homomorphisms from K (Y ) to K (X), to the set of dominant
rational maps from X to Y , which is inverse to the one defined above.
It remains to see that we have an equivalence of categories as stated.
For that, we need only to check that for any variety Y , K (Y ) is finitely
generated over k, and conversely, if K/k is a finitely generated field ex-
tension, then K = K (Y ) for some Y .
If Y is a variety, then K (Y ) = K (U) for any open affine subset, so we
may assume that Y is affine. For each P ∈ Y , there is a natural map
A (Y )mP

→ OP , where mP = {f ∈ A (Y ) , f (P ) = 0} is the maximal
ideal corresponding to P and OP is the ring of germs of regular functions
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on Y near P . This map is injective because we have an injective homo-
morphism A (Y ) → O (Y ) and it is surjective by definition of a regular
function. So we have, for each P ∈ Y , A (Y )mP

∼= OP . Then the quotient
field of A (Y ) is isomorphic to the quotient field of OP for every P , and
is equal to K (Y ) because every rational function is in some OP . Since
A (Y ) is a finitely generated k-algebra, K (Y ) is a finitely generated field
extension of k.
On the other hand, let K be a finitely generated field extension of k.
Let y1, . . . , yn ∈ K be a set of generators, and let B the sub-k-algebra
of K generated by y1, . . . , yn. Then B is a quotient of the polynomial
ring A = k [x1, . . . , xn], so B ∼= A (Y ) for some variety Y in An. Then
K ∼= K (Y ).

Corollary 2.0.8. For any two varieties X, Y the following assertions
are equivalent :

i) X and Y are birationally equivalent,

ii) there are open subsets U ⊆ X and V ⊆ Y with U isomorphic to V ,

iii) K (X) ∼= K (Y ) as k-algebras.

Proof. • (i) ⇒ (ii). Let f : X 99K Y and g : Y 99K X be rationals
maps which are inverse to each other. Let f be represented by <
U, f > and g be represented by < V, g >. Then g ◦ f is represented
by < f−1 (V ) , g ◦ f >. Since g ◦ f = idX as a rational map, g ◦ f
is the identity on f−1 (V ) and similarly, f ◦ g is the identity on
g−1 (U). So we can take f−1 (g−1 (U)) as our open set in X and
g−1 (f−1 (V )) as our open set in Y . By construction, these two
open sets are isomorphic.

• (ii)⇒ (iii). Follows from the definition of function field.

• (iii)⇒ (i). Follows from the previous theorem.

3 Genus of an algebraic variety
In this section, we are going to define the geometric genus and the arith-
metic genus of a variety. Those are two birational invariants which will
help us to caracterize the varieties which answer positively to our prob-
lem.

3.1 Geometric genus of an algebraic variety
3.1.1 Sheaves of modules

Definition 3.1.1. Let (X,OX) be a ringed topological space. A sheaf
of OX-modules, or an OX-modules, is a sheaf F on X such that for
each open subset U ⊆ X, F (U) is an OX (U)-module, and for each in-
clusion of open subsets V ⊆ U , the restriction map F (U) → F (V )
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is compatible with the module structures via the ring homomorphism
OX (U)→ OX (V ).

Definition 3.1.2. Let (X,OX) be a ringed topological space. An OX-
module F is free if it is isomorphic to a direct sum of copies of OX . In
that case, the rank of F is the number of copies of OX .
It is locally free if X can be covered by open sets Ui for which F |Ui

is free
of rank n for every i. In that case, the rank of F on such an open subset
is the number of copies of the structure sheaf needed (finite or infinite).

Remark: If X is connected, the rank of a locally free sheaf is the same
everywhere.

Definition 3.1.3. Let X be a scheme. We say that an OX-module L
is invertible if for every point x ∈ X, there exists an open neighbourhood
U of x and an isomorphism of OU -modules OX |U ' L |U . This comes
down to saying that L is a locally free sheaf of rank 1.

Definition 3.1.4. Let (X,OX) be a ringed topological space. A sheaf of
ideals on X is a sheaf of modules I which is a subsheaf of OX : for
every open subset U ⊆ X, I (U) is an ideal in OX (U).

Definition 3.1.5. Let f : (X,OX) −→ (Y,OY ) be a morphism of ringed
topological spaces.
If F is an OX-module, then f∗F is an f∗OX-module. Since we have the
morphism f ] : OY −→ f∗OX of sheaves of rings on Y , this gives f∗F a
natural structure of OY -module. We call it the direct image of F by the
morphism f .
Now let G be a sheaf of OY -modules. Then f−1G is an f−1OY -module.
Because of the adjoint property of f−1, we have a morphism f−1OY →
OX of sheaves of rings on X. We define f ∗G to be the tensor product of
f−1OY -modules

f ∗G := f−1G ⊗f−1OY
OX .

Thus f ∗G is an OX-module. We call it the inverse image of G by the
morphism f .

Definition 3.1.6. Let (X,OX) be a ringed topological space, and let F
be an OX-module. We say that F is finitely generated if for every x in
X, there exists an open neighbourhood U of x, an integer n ≥ 1, and a
surjective homomorphism On

X |U → F |U .
We say that F is coherent if it is finitely generated, and if for every open
subset U of X, and for every homomorphism α : On

X |U −→ F |U , the
kernel Ker α is finitely generated.

Definition 3.1.7. Let A be a ring and let M be an A-module. We define
the sheaf associated to M on Spec (A), denoted by M̃ , as follows. For
each p ⊆ A, let Mp be the localization of M at p. For any open subset
U ⊆ Spec (A), we define the group M̃ (U) to be the set of functions s from
U to ∐

p∈U
Mp which are locally fractions. This means that for every p ∈ U ,

there is a neighbourhood V of p ∈ U , and there are elements m ∈M and
f ∈ S, such that for every q ∈ V , we have f /∈ q, and s (q) = m/f in
Mq. We make M̃ into a sheaf with the obvious restriction maps.
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Proposition 3.1.8. Let A be a ring, let M be an A-module, and let M̃
be the sheaf on X = Spec (A) associated to M .

(a) M̃ is an OX-module.

(b) For each p ∈ X, the stalk
(
M̃
)
p
of the sheaf M̃ at p is isomorphic

to the localized module Mp.

(c) For any f ∈ A, denoting D (f) = X \ V (f), the Af -module
M̃ (D (f)) is isomorphic to the localized module Mf .

(d) In particular, Γ
(
X, M̃

)
= M .

Proposition 3.1.9. Let A be a ring and let X = Spec (A).

(a) A sequence of A-modules L → M → N is exact if and only if the
associated sequence of OX-modules L̃→ M̃ → Ñ is exact.

(b) Let M , N be two A-modules. Then we have a canonical isomor-
phism ˜(M ⊗A N) ' M̃ ⊗OX

Ñ .

(c) Let {Mi}i be a family of A-modules. Then ˜(⊕iMi) ' ⊕iM̃i.

Proof. (a) If the sequence L → M → N is exact then for every p ∈
Spec (A), the sequence Lp →Mp → Np is exact since Ap is flat over
A. Since the exactness of the sequence L̃→ M̃ → Ñ can be verified
at the stalks, we deduce that this sequence is exact. Conversely,
let us suppose that we have an exact sequence

L̃ M̃ Ñ .α β

For any prime ideal p ∈ Spec (A), we have a commutative dia-
gramm

L M N

Lp Mp Np

α(X) β(X)

where the vertical arrows are localizations, and where the second
horizontal sequence is exact. This allows to deduce that (Ker (β (X)) /Im (α (X)))p =
0. It follows from this Ker (β (X)) = Im (α (X)) and hence that the
sequence L→M → N is exact.

(b) Let L = M ⊗A N . For any prnicipal open subset D (f) of X, we
have a canonical isomorphism of OX (D (f))-modules :

L̃ (D (f)) = (M ⊗A N)⊗A Af ' (M ⊗A Af )⊗Af
(N ⊗A Af )

= M̃ (D (f))⊗OX(D(f)) Ñ (D (f)) ,

compatible with the restriction homomorphisms. Since the princi-
pal open subsets form a base for the topology of X, this induces
an isomorphism of OX-modules L̃ ' M̃ ⊗OX

Ñ .
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(c) It results from the fact that the localization commutes with the
direct sum.

Definition 3.1.10. Let (X,OX) be a scheme. A sheaf of OX-modules
F is quasi-coherent if X can be covered by open affine subsets Ui =
Spec (Ai), such that for each i, there is an Ai-moduleMi with F |Ui

' M̃i.

Example: For any A module M , the sheaf M̃ is quasi-coherent.

Definition 3.1.11. Let S be a graded ring and let M be a graded S-
module. We define the sheaf associated to M on Proj (S), denoted by M̃ ,
as follows. For each p ∈ Proj (S), let M(p) be the group of the elements of
degree 0 in the localization T−1M , where T is the multiplicative system of
homogeneous elements of S not in p. For any open subset U ⊆ Proj (S),
we define M̃ (U) to be the set of functions s from U to ∐

p∈U
M(p) which are

locally fractions. This means that for every p ∈ U , there is a neighbour-
hood V of p ∈ U , and homogeneous elements m ∈ M and f ∈ S of the
same degree, such that for every q ∈ V , we have f /∈ q, and s (q) = m/f
in M(q). We make M̃ into a sheaf with the obvious restriction maps.

Proposition 3.1.12. Let S be a graded ring, and M a graded S-module.
Let X = Proj (S).

(a) For any p ∈ X, the stalk
(
M̃
)
p

= M(p).

(b) For any homogeneous f ∈ S+, denoting D+ (f) = X \ V ((f)), we

have M̃ |D+(f) '
(̃
M(f)

)
via the isomorphism D+ (f) ' Spec S(f),

where M(f) denotes the group of the elements of degree 0 in the
localized module Mf .

Remark: If S is noetherian and M is finitely generated, then M̃ is
coherent.

Definition 3.1.13. Let S be a graded ring, and let X = Proj (S). For
any n ∈ Z, we define the sheaf OX (n) to be S̃ (n). We call OX (1) the
twisting sheaf of Serre. For any sheaf of OX-modules, F , we denote by
F (n) the twisted sheaf F ⊗OX

OX (n).
For any scheme Y , we define the twisted sheaf O (1) on PrY to be g∗ (O (1)),
where g : PrY −→ PrZ is the natural map.

Proposition 3.1.14. Let S be a graded ring and let X = Proj (S). As-
sume that S is generated by S1 as an S0-algebra.

(a) The sheaf OX (n) is an invertible sheaf on X.

(b) For any graded S-module M , M̃ (n) ' ˜(M (n)). In particular,
OX (n)⊗ OX (m) ' OX (n+m).

9



Proof. (a) We want to show that OX (n) is a locally free sheaf of rank 1.
Let f ∈ S1. We consider the restriction OX (n) |D+(f). By the previ-

ous Proposition, we have OX (n) |D+(f) '
˜(
S (n)(f)

)
on Spec

(
S(f)

)
.

Let us show that this restriction is free of rank 1. First notice that
S (n)f is a free S(f)-module of rank 1. S (n)(f) is the group of the el-
ements of degree n in Sf and S(f) is the group of elements of degree
0 in Sf so we obtain a morphism from S(f) to S (n)(f) by sending
s 7→ fns. Since f is invertible in Sf , this morphism is well-defined
for any n ∈ Z and is in fact an isomorphism. Since S is generated
by S1 as an S0-algebra, X is covered by the the open sets D+ (f)
for f ∈ S1. Hence OX (n) is invertible.

(b) Let M , N be two graded S-modules. For any f ∈ S1, we have
(M ⊗S N)(f) = M(f) ⊗S(f) N(f). The results follows from this and
the fact that S is generated by S1 as an S0-algebra.

3.1.2 Kälher Differentials and sheaves of differentials

Let A be a commutative ring with identity, let B be an A-algebra and
let M be a B-module.

Definition 3.1.15. An A-derivation of B into M is a map d : B −→M
such that

i) d is additive,

ii) for any b,b′ ∈ B we have

d (bb′) = bd (b′) + d (b) b′,

iii) for any a ∈ A we have d (a) = 0.

Definition 3.1.16. We define the module of relative differential forms
of B over A to be a B-module ΩB/A, together with an A-derivation d :
B −→ ΩB/A, which satisfies the following universal property : for any
B-module M , and for any A-derivation d′ : B −→ M , there exists a
unique B-module homomorphism f : ΩB/A −→M such that the following
diagram

B ΩB/A

M

d

d′
f

commutes.
We denote the set of these derivations by DerA (B,M).
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Proof. Existence. Let F be the free B-module generated by the symbols
{d (b) , b ∈ B}. Let E be the submodule of F generated by the elements
of the form d (a), a ∈ A, d (b+ b′) − d (b) − d (b′) for b, b′ ∈ B, and
d (bb′) − d (b) b′ − bd (b′) for b, b′ ∈ B. Let us set ΩB/A = F/E and
d : B −→ ΩB/A which sends b to the image of d (b) in ΩB/A. Then(
ΩB/A, d

)
satisfies the recquired properties. The uniqueness follows from

the definition.

Remark: By construction, ΩB/A is generated as aB-module by {d (b) , b ∈ B}.

Remark: For any B-module M , we have a map

HomB

(
ΩB/A,M

)
→ DerA (B,M)

defined by φ 7→ φ ◦ d. The universal property of ΩB/A consists of saying
that this map is an isomorphism of A-modules.

Proposition 3.1.17. Let B be an algebra over a ring A. Let C be an A-
algebra and let us set B′ = B⊗AC. There exists a canonical isomorphism
of B′-modules ΩB′/C ' ΩB/A ⊗B B′.

Proof. The canonical derivation d : B −→ ΩB/A induces a C-derivation
defined by d′ = d ⊗ IdC : B′ −→ ΩB/A ⊗A C = ΩB/A ⊗B B′. We easily
see that

(
ΩB/A ⊗B B′, d′

)
verifies the universal property of ΩB′/C .

Proposition 3.1.18. Let A Φ→ B
ψ→ C be rings and homomorphisms.

Then there is a natural exact sequence of C-modules

ΩB/A ⊗B C ΩC/A ΩC/B 0.u v

Proof. We define the maps v and u by

u : ΩB/A ⊗B C −→ ΩC/A

dB/A (b)⊗ c 7−→ c · dC/A (ψ (b)) ,

v : ΩC/A −→ ΩC/B

c · dC/A (c′) 7−→ c · dC/B (c′)
where b ∈ B and c,c′ ∈ C. The map v is surjective. Since dC/B (ψ (b)) = 0
we have v ◦ u = 0. So we have to prove that Ker (v) = Im (u). To do
this, it is enough to prove that

HomC

(
ΩB/A ⊗B C, T

)
HomC

(
ΩC/A, T

)
HomC

(
ΩC/B, T

)
0

is exact for any C-module T . But, with the previous Proposition and
the previous Remark , we have canonical isomorphisms

HomC

(
ΩB/A ⊗B C, T

)
' DerA (B, T ) ,

HomC

(
ΩC/A, T

)
' DerA (C, T ) ,

HomC

(
ΩC/B, T

)
' DerB (C, T ) ,
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so we can identify the last sequence with

DerA (B, T ) DerA (C, T ) DerB (C, T ) 0.

It follows from the definition of a derivation that this sequence is exact,
which proves the Proposition.

Let f : X −→ Y be a morphism of schemes. We consider the diagonal
morphism ∆ : X −→ X ×

Y
X. Then δ gives an isomorphism of X onto

its image ∆ (X), which is a locally closed subscheme of X ×
Y
X, that is a

closed subscheme of an open subset W of X ×
Y
X.

Definition 3.1.19. Let I be the sheaf of ideals of ∆ (X) on W . We
define the sheaf of relative differentials of X over Y to be the sheaf ΩX/Y =
∆∗ (I /I 2) on X.

Theorem 3.1.20. Let B be a local ring containing a field k isomorphic
to its residue field. Assume furthermore that k is perfect, and that B
is a localization of a finitely generated k-algebra. Then ΩB/k is a free
B-module of rank dim (B) if and only if B is a regular local ring.

Proposition 3.1.21. Let f : X −→ Y be a morphism of schemes. Let
Y ′ be a Y -scheme. Let X ′ = X ×Y Y ′ and let p : X ′ −→ X be the first
projection. Then ΩX′/Y ′ ' p∗ΩX/Y .

Proof. It follows from the Proposition 3.1.17.

Proposition 3.1.22. Let f : X −→ Y and g : Y −→ Z be morphisms
of schemes. Then there is an exact sequence of sheaves on X

f ∗ΩY/Z ΩX/Z ΩX/Y 0.

Proof. It follows from the Proposition 3.1.18.

Theorem 3.1.23. Let A be a ring, let Y = Spec (A) and X = PnA. Then
there is an exact sequence of sheaves on X

0 ΩX/Y OX (−1)n+1 OX 0

where OX (−1)n+1 means a direct sum of n+ 1 copies of OX (−1).

Proof. Let S = A [x0, . . . , xn] be the homogeneous coordinate ring of X
and let E be the graded S-module S (−1)n+1, with basis e0, . . . , en in
degree 1. We define a homomorphism of graded S-modules E → S by
sending ei 7→ xi and let us denote M the kernel of this homomorphism.
We have the following exact sequence

0→M → E → S.

This exact sequence of graded S-modules gives us an exact sequence of
sheaves on X

0→ M̃ → OX (−1)n+1 → OX → 0.

12



The last arrow is exact because E → S is surjective in all degrees n ≥ 1.
Let us show that M̃ ' ΩX/Y . Taking the localizations of E and S at
xi we obtain a surjective homomorphism Exi

→ Sxi
of free Sxi

-modules
so Mxi

is free of rank n and is generated by {ej − (xj/xi) ei, j 6= i}.
It follows that if Ui is the open set in X defined by xi, then M̃ |Ui

is
a free OUi

-module generated by the sections (1/xi) ej − (xj/x2
i ) ei, for

j 6= i. Let φi : ΩX/Y |Ui
−→ M̃ |Ui

be defined as follows. Since ΩX/Y |Ui

is a free OUi
-module generated by d (x0/xi) , . . . , d (xn/xi), we define φi

by φi (d (xj/xi)) = (1/xi) ej − (xj/x2
i ) ei. Then φi is an isomorphism.

It remains to show that we can glue the φi to have an isomorphism
φ : ΩX/Y −→ M̃ . In order to do that, we have to verify that φi|Ui∩Uj

=
φj|Ui∩Uj

. For any k we have, on Ui ∩ Uj,

d
(
xk
xi

)
= d

(
xk
xj
· xj
xi

)
= xk
xj
· d
(
xj
xi

)
+ xj
xi
· d
(
xk
xj

)
.

Hence, on Ui ∩ Uj, we obtain that

φi

(
d

(
xk
xj

))
= xj
xi
·
(
φi

(
d
(
xk
xi

))
− xk
xj
φi

(
d
(
xj
xi

)))

= 1
xj
ek −

xk
xixj

ei −
xk
x2
j

ej + xk
xjxi

ei

= 1
xj
ek −

xk
x2
j

ej = φj

(
d

(
xk
xj

))
.

Thus the isomorphisms φi glue, which completes the proof.

Definition 3.1.24. Let X be a nonsingular variety over a field k. We
define the canonical sheaf of X to be ωX = ∧n ΩX/k the nth exterior
power of the sheaf of differentials, where n = dimX.
If X is projective and nonsingular, we define the geometric genus of X
to be pg = pg (X) = dimk Γ (X,ωX).

Remark: ωX is an invertible sheaf on X.

Remark: When it is defined, pg is a nonnegative integer.

Definition 3.1.25. Let A ⊆ B be local rings. We say that B dominates
A if the inclusion A→ B is a local ring homomorphism.

Lemma 3.1.26. Let OK be a valuation ring, K = Frac (OK), and A a
local subring of K which dominates OK. Then A = OK.

Proof. Let ν be the valuation ofK and mA be the maximal ideal of A. By
contradiction, suppose that there exists a ∈ A \ OK . Then ν (a−1) > 0.
Consequently a−1 is contained in the maximal ideal of OK and we have
a−1 ∈ mA. So 1 = a · (a−1) ∈ mA, which is impossible.

Theorem 3.1.27. Let X be a proper scheme over a valuation ring OK,
and let K = Frac (OK). Then the canonical map X (OK) → XK (K) is
a bijection.
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Proof. Since X → Spec (OK) is separated and Spec (K) is dense in
Spec (OK), the morphismX (OK)→ XK (K) is injective. Let π : Spec (K) −→
XK be a section of XK and let η be the generic point of Spec (OK). Let
x = π (η). Let Z = {x} ⊆ X be the closed subset endowed with the
structure of a reduced subscheme. Since the closed immersions are proper
and the composition of two proper morphisms is a proper morphism, Z is
proper over OK . The point x is closed in XK , and dense in ZK . Therefore
ZK = {x}. The image of Z → Spec (OK) is closed and contains η so it is
equal to Spec (OK). Let s be the closed point of Spec (OK) and let t ∈ Zs.
Then OZ,t is a local ring dominated OK , with field of fractions OZ,x = K.
By the previous Lemma, we have that OZ,t = OK . So we have an exten-
sion of Spec (K)→ X, to Spec (OK) = Spec (OZ,t)→ Z → X.

Corollary 3.1.28 (Valuative Criterion of Properness). Let f : X −→ Y
be a proper morphism. Then for any Y -scheme Spec (OK), where OK is
a valuation ring with field of fractions K, the canonical map X (OK)→
X (K) is bijective.

Proof. Let us set Z = X ×Y Spec (OK). Then we have a canonical
bijectionX (OK) = Z (OK) andX (K) = ZK (K). Applying the previous
theorem to Z → Spec (OK) we obtain that the map Z (OK) = X (OK)→
ZK (K) = X (K) is bijective.

Definition 3.1.29. Let A denote a noetherian ring and M be an A-
module. We say that a prime ideal p of A is an associated prime of M if
one the following equivalent conditions holds :

(i) there exists an element x ∈M with Ann (x) = p,

(ii) M contains a submodule isomorphic to A/p.

The set of the associated primes of M is denoted by Ass (M).

Definition 3.1.30. Let A be a noetherian domain with quotient field k.
For any non zero ideal I of A, we put I−1 = {x ∈ k, xI ⊆ A}.

Lemma 3.1.31. Let A be a noetherian integral domain and I a non-zero
ideal of A. Then I−1 is a subring of Frac (A), finite over A.

Definition 3.1.32. Let A be a ring and p a prime ideal of A. The height
of p, ht (p), is the supremum of the lengths of the strictly ascending chains
of prime ideals contained in p. For an arbitrary ideal I of A, ht (I) is
the infimum of the heights of the prime ideals containing I.

Theorem 3.1.33 (Krull’s theorem). Let A be a noetherian ring, I an
ideal of A, and M a finitely generated A-module. Then⋂

n≥0
(InM)

is the set of elements x ∈ M for which there exists an α ∈ I such that
(1 + α)x = 0.

Lemma 3.1.34. Let (A,m) be a noetherian local ring. The following
conditions are equivalent :
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(i) dimA = 0,

(ii) every descending sequence of ideals of A is stationary.

Theorem 3.1.35 (Krull’s principal ideal theorem). Let A be a noethe-
rian ring and f ∈ A be a non invertible element. Then for any prime
ideal p that is minimal among those containing f , we have ht (p) ≤ 1.

Proof. Localizing in p, if necessary, we may assume that A is local with
maximal ideal p. Moreover, if necessary, replacing A by its quotient by a
minimal prime ideal, we may assume that A is an integral domain. Let
q ( p be a prime ideal. We have to show that q = 0. By assumption,
p/fA is the unique prime ideal of A/fA; hence dimA/fA = 0. By the
Lemma above, every descending sequence of ideals of A/fA is station-
nary. Let us consider the sequence of ideals qn := qnAf∩A. The image of
this sequence in A/fA is stationnary. Therefore there exists an n0 such
that for every n ≥ n0, we have qn ⊆ qn+1+fA. Let n ≥ n0 and let x ∈ qn.
There exists y ∈ A such that x− fy ∈ qn+1. It follows that fy ∈ qn and
therefore y ∈ qn. That is we have qn ⊆ qn+1 + fqn ⊆ qn+1 + pqn. It
follows from Nakayama’s Lemma that qn = qn+1. As qnAf = qnAf , we
have, by Krull’s theorem,

qn0Af =
⋂
n≥n0

qnAf .

It follows from that q = 0.

Theorem 3.1.36. Let A be a normal noetherian ring of dimension greater
or equal to 1. Then we have the equality

A =
⋂

p∈Spec(A),
ht(p)=1

Ap.

Proof. Let A′ denote the right-hand side in the equality we want to prove,
and let us proceed by contradiction: suppose that A′ 6= A. For every
s ∈ A′ \ A, let Is be the proper ideal {a ∈ A, as ∈ A}. Since A is
noetherian, the set of Is with s ∈ A′ \ A admits a maximal element
q := It for some t ∈ A′ \ A. Let us first show that q is a prime ideal
of A. Let a,b ∈ A such that ab ∈ q and b /∈ q. Then bt ∈ A′ \ A and
we have q ∈ Ibt and a ∈ Ibt. Since q is a maximal element of the set
{Is, s ∈ A′ \ A}, we have a ∈ Ibt = q, and hence q is prime.
Let us now consider the ideal tqAq of Aq. If it is equal to Aq, then
qAq = t−1Aq, and ht (q) = 1 by the previous Theorem. Therefore t ∈ Aq,
and there exists an s ∈ A \ q such that st ∈ A. So s ∈ It = q, which is a
contradiction. Consequently we need tqAq ⊆ qAq. Applying the Lemma
3.1.31 to the ideal qAq of Aq, we see that t is integral over, and therefore
belongs to, Aq which is impossible. Hence A′ = A.

Theorem 3.1.37. Let X and X ′ be two birationally equivalent nonsin-
gular projective varieties over k. Then pg(X) = pg(X ′).

Proof. Let us consider the rational map from X to X ′ and let V ⊆ X
be the largest open set for which there is a morphism f : V −→ X ′ rep-
resenting this rational map. Since X and X ′ are birationally equivalent,
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these are locally free sheaves of the same rank n = dimX, so we get an
induced map on the exterior powers f ∗ : ωX′ → ωV . This map induces
a map on the spaces of global sections f ∗ : Γ (X ′, ωX′) −→ Γ (V, ωV ).
Since f is birational, Corollary 2.0.8. tolds us that there exists an open
set U ⊆ V such that f (U) is open in X ′, and f induces an isomorphism
from U to f (U). Thus we have an isomorphism of sheaves between ωV |U
and ωX′|f(U) via f . So f ∗ : Γ (X ′, ωX′) −→ Γ (V, ωV ) must be injective
since a nonzero global section of an invertible sheaf cannot vanish on a
dense open subset and an open subset in a variety is dense.
Now we are going to compare Γ (X,ωX) with Γ (V, ωV ). In order to show
that, we are going to prove that X \V has codimension at least equal to
2. This follows from the Valuative Criterion of Properness. If P ∈ X is
a point of codimension 1, then since X is nonsingular, OP,X is a discrete
valuation ring. We already have a map from the generic point of X to
X ′ and X is projective, hence proper over k, so there exists a unique
morphism Spec (OP,X) → X ′ compatible with the given birational map.
This extends to a morphism of some neighborhood of P to X ′ and since
V is the largest open set for which there is a morphism f : V −→ X ′

representing this rational map, we have P ∈ V , so X \V has codimension
at least 2.
Now we are going to show that the restriction map Γ (X,ωX)→ Γ (V, ωV )
is bijective. It is enough to show that for any open affine subset U ⊆ X
such that ωX |U ' OU , the map Γ (U,OU)→ Γ (U ∩ V,OU∩V ) is bijective.
For any prime ideal p ⊂ OU (U) of height 1, we have p ∈ U \ (U ∩ V ).
Since X is nonsingular, so is normal, and since U \ (U ∩ V ) has codimen-
sion at least 2 in U , the results follows immediately from the previous
Theorem.
Combining our results, we have that pg (X ′) ≤ pg (X). By symmetry, we
obtain the reverse inequality, that shows that pg (X ′) = pg (X).

3.2 Arithmetic genus of an algebraic variety
3.2.1 Arithmetic genus of a projective algebraic set

Theorem 3.2.1 (Projective Dimension Theorem). Let Y ,Z be varieties
of dimensions r,s in Pn. Then every irreducible component of Y ∩Z has
dimension equal or greater than r + s − n. Furthermore, if r + s − n is
positive, then Y ∩ Z is nonempty.

Definition 3.2.2. A numerical polynomial is a polynomial P ∈ Q [z]
such that P (n) ∈ Z for all integer n� 0.

Proposition 3.2.3. 1) If P ∈ Q [z] is a numerical polynomial, then
there are integers c0, c1, . . . , cr, uniquely determined, such that

P (z) = c0

(
z

r

)
+ c1

(
z

r − 1

)
+ · · ·+ cr,

where
(
z
r

)
= 1

r!z (z − 1) · · · (z − r + 1) is the binomial coefficient
function. In particular P (n) ∈ Z for all n ∈ Z.
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2) If f : Z −→ Z is any function, and if there exists a numerical
polynomial Q such that the difference function δf : n 7→ δf (n) =
f (n+ 1) − f (n) is equal to Q (n) for all n � 0, then there exists
a numerical polynomial P such that f (n) = P (n) for all n� 0.

Proof. (a) By induction on the degree of P . If P is of degree 0, then
it is obviously true. Let r ≥ 1 such that the assertion is true for
any polynomial Q ∈ Q [z] of degree lesser or equal to r − 1. Let
P ∈ Q [z]. We can express P in the above form, with c0, . . . , cr ∈ Q.
For any polynomial Q, we define the difference polynomial ∆Q by
∆Q (z) = Q (z + 1)−Q (z). Since ∆

(
z
r

)
=
(

z
r−1

)
, we obtain

∆P (z) = c0

(
z

r − 1

)
+ c1

(
z

r − 2

)
+ · · ·+ cr−1.

Since ∆P is of degree r− 1, we can apply the induction hypothesis
to ∆P . Consequently, c0, . . . , cr−1 ∈ Z. Since P (n) ∈ Z for n� 0,
we obtain that cr ∈ Z.

(b) Let f : Z −→ Z be any function and Q be a numerical polynomial
such that the difference function ∆f : n ∈ Z −→ f (n+ 1)−f (n) ∈
Z is equal to Q for all n ∈ Z, n� 0. By the previous point, there
exists c0, . . . , cr ∈ Z such that

Q (z) = c0

(
z

r

)
+ c1

(
z

r − 1

)
+ · · ·+ cr.

We consider the following polynomial

P (z) = c0

(
z

r + 1

)
+ c1

(
z

r − 1

)
+ · · ·+ cr

(
z

1

)
.

Then we have ∆P = Q. Since Q (n) = ∆f (n) for all n � 0, we
have ∆ (f − P ) (n) = 0 for all n� 0. Consequently, there exists a
constant cr+1 ∈ Z such that (f − P ) (n) = cr+1 for all n� 0. That
means

f (n) = P (n) + cr+1

for all n� 0.

Definition 3.2.4. Let S be a graded ring. A graded S-module is an S-
module M , together with a decomposition M = ⊕

d∈Z
Md, such that Sd ·

Me ⊆Md+e.

Definition 3.2.5. Let S be a graded ring and let M be a graded S-
module.
For any l ∈ Z, we define the twisted module M (l) with the decomposition
M (l) = ⊕

d∈Z
M (l)d such that M (l)d = Ml+d for any d ∈ Z.

We define the annihilator of M by Ann M = {s ∈ S | s ·M = 0}.

Remark: Ann M is a homogeneous ideal of S.
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Proposition 3.2.6. Let M be a finitely generated graded module over a
noetherian graded ring S. Then there exists a filtration 0 = M0 ⊆M1 ⊆
· · · ⊆ M r = M by graded submodules, such that for each i ∈ {1, . . . , r},
M i/M i−1 ' (S/pi) (li), where pi is an homogeneous prime ideal of S,
and li ∈ Z. The filtration is not unique, but for any such filtration we do
have:

a) if p is a homogeneous prime ideal of S, then p ⊇ Ann M ⇔
p ⊇ pi for some i. In particular, the minimal elements of the
set {p1, . . . , pr} are just the primes which are minimal containing
Ann M ;

b) for each minimal prime of M , the number of times which p occurs
in the set {p1, . . . , pr} is equal to the length of Mpover the local ring
Sp and hence is independent of the filtration.

Proof. • Let us prove first the existence of such a filtration. Let us
consider the set E of graded submodules of M which admit such a
filtration. Obviously the zero module 0 is in E , so E is nonempty.
Since M is a noetherian module, there is an element M ′ in E such
that M ′ is maximal in E . Now we’re going to show that M ′ = M .
We consider M ′′ = M/M ′.
If M ′′ = 0 then there is nothing to show.
Now, by contradiction, assume that M ′ ( M . Then we consider
the set of ideals

I = {Im = Ann (m) with m ∈M ′′ such that m 6= 0 is a homogeneous element } .

Each Im is a homogeneous ideal, different of S. Since S is a noethe-
rian ring, there exists a nonzero element m of M ′′ such that Im is
a maximal element of the set I . We’re going to show that Im is a
prime ideal of S. Let a,b in S such that ab is in Im and b is not in
Im. We can decompose a and b into homogeneous components so
we may assume that a and b are homogeneous elements. Since b is
not an element of Im, we have that bm is different from 0. So we
have the inclusion Im ⊆ Ibm. But Im is maximal in I and Ibm is an
element of I , so we have Im = Ibm. Since ab ∈ Im we have abm = 0
and so a ∈ Ibm = Im. So Im is a homogeneous prime ideal of S. Let
l be the degree of m. Then the module N ⊆M ′′ generated by m is
isomorphic to (S/Im) (−l). Let N ′ ⊆M be the inverse image of N
in M . Then M ′ ⊆ N ′ and N ′/M ′ ' (S/Im) (−l). That means that
N ′ also as a filtration of the type required. ButM ′ was maximal in
E so we have a contradiction. Consequently M ′ = M that shows
the existence of the filtration.

a) Suppose given such a filtration of M . Let p a homogeneous prime
ideal of S. Then we have Ann M ⊆ p ⇔ Ann (M i/M i−1) for
some integer i. But M i/M i−1 ' (S/pi) (li) so Ann (M i/M i−1) = pi
which concludes the proof of a).

b) Let p be a minimal prime ideal of M . Let us consider the localiza-
tion ofM in respect to p. Since p is minimal in the set {p1, . . . , pr},
after localization we will have M i

p = M i−1
p except when pi = p. In
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these cases, we have M i
p/M

i−1
p ' (S/p)p = k (p), the quotient field

of S/p. So Mp is an Sp-module of finite length equal to the number
of times p occurs in the set {p1, . . . , pr}.

Definition 3.2.7. Let M be a graded module over the polynomial ring
k [x0, . . . , xn]. We define the Hilbert function φM of M by

φM : Z −→ Z
l 7−→ dimkMl.

Theorem 3.2.8 (Hilbert-Serre). Let M be a finitely generated graded
k [x0, . . . , xn]-module. Then there is a unique polynomial PM ∈ Q [t] such
that φM (l) = PM (l) for all l >> 0.
Moreover we have deg PM = dim Z (Ann M), where Z denotes the zero
set in Pn of a homogeneous ideal.

Proof. First we notice that if 0→ M ′ → M → M ′′ → 0 is a short
exact sequence, then we have φM = φM ′ + φM ′′ and Z (Ann M) =
Z (Ann M ′)∪Z (Ann M ′′) so if the theorem is true for M ′ and M ′′, then
it is also true for M . By hypothesis, M is a finitely generated graded
S-module where S is a noetherian graded ring so by the previous propo-
sition, there exists a filtration of M with quotients of the form (S/p) (l)
where p is a homogeneous prime ideal of S and l ∈ Z. So we can reduce
to M ' (S/p) (l). Since the shift l corresponds to a change of variables
of the form z 7→ z + l, it is enough to consider the case M = S/p.
We are going to show the result by induction on dimZ (Ann M):
If p = (x0, . . . , xn) then M ' k so φM (l) = 0 for l > 0 and we have that
PM = 0, the zero polynomial, is the corresponding polynomial. Making
the convention that the zero polynomial has degree −1 and the empty
set has dimension −1, we have degPM = dim Z (Ann p).
Now assume that p 6= (x0, . . . , xn). There exists 0 ≤ i ≤ n such that
xi /∈ p. We consider the short exact sequence

0 M M M ′′ 0xi

where M ′′ = M/xiM . Then we have φM (l − 1) = φM (l) + φM ′′ (l) and
we can rewrite this on the form φM ′′ (l) = ∆φM (l − 1).
Moreover, we have Z (Ann M ′′) = Z (p, xi) = Z (p) ∪ Z (xi) = Z (p) ∩
{xi = 0}. Since xi /∈ p we have Z (p) * {xi = 0}. So by the Projective Di-
mension Theorem, we have dim (Ann M ′′) = dimZ (p)−codim ({xi = 0}) =
dimZ (p)−1. So, using the induction hypothesis onM ′′, we may assume
that φM ′′ is a polynomial function, corresponding to a polynomial PM ′′
of degree dimZ (Ann M ′′). From the Proposition 3.2.3., it follows that
φM is a polynomial function, corresponding to a polynomial of degree
dimZ (p), that concludes the proof of the existence.
For the unicity, assume that there exists two such polynomials P,Q in
Q [z]. Then for all integer l� 0 we have P (l) = Q (l) so the polynomial
(P −Q) is the zero polynomial that shows P = Q.

Definition 3.2.9. The polynomial PM of the previous theorem is the
Hilbert polynomial of M .
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Definition 3.2.10. Let Y ⊆ Pn an algebraic set and let r be the di-
mension of Y . We define the Hilbert polynomial of Y to be the Hilbert
polynomial PY of its coordinate ring S (Y ) = S/I (Y ).

Example: If Y = P1 then the Hilbert polynomial of Y is PY (t) = t+1.

Definition 3.2.11. Let Y be an algebraic set of dimension r in Pn with
Hilbert polynomial PY .The arithmetic genus of Y is defined to be pa (Y ) =
(−1)r (PY (0)− 1).

Example: The arithmetic genus of P1 is pa (P1) = 0.

3.2.2 Arithmetic genus of a projective scheme

Definition 3.2.12. Let X be a projective scheme over a field k. Let F
be a coherent sheaf on X. We define the Euler characteristic of F by

χ (F ) =
∑
i

(−1)i dimkH
i (X,F ) .

Definition 3.2.13. Let X be a projective scheme of dimension r over a
field k. We define the arithmetic genus pa of X by

pa (X) = (−1)r (χ (OX)− 1) .

Remark: If X is an algebraic set of dimension r in Pn then the two
definitions of the arithmetic genus coincide.

We will show later, for curves and surfaces, that the arithmetic genus
is a birational invariant, but it is still true for any variety.

4 The Serre duality theorem

4.1 Ext Groups and Sheaves
Let (X,OX) be a ringed topological space. We denote by Mod (X) the
category of sheaves of OX-modules on (X,OX). This is an abelian cate-
gory.

Definition 4.1.1. Let F and G be sheaves of OX-modules. We define
Hom (F ,G ) the group of OX-modules and H om (F ,G ) the sheaf defined
by: for any open subset U ⊆ X, H om (F ,G ) (U) = Hom (F |U ,G |U).

Proposition 4.1.2. Mod (X) has enough injectives.

Definition 4.1.3. Let F be an OX-module. We define the functors
Exti (F , ·) as the right derived functors of Hom (F , ·), and E xti (F , ·)
as the right derived functors of H om (F , ·).

Proposition 4.1.4. Let F be an OX-module.

i) Ext0 = Hom,
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ii) If 0 −→ G ′ −→ G −→ G ′′ −→ 0 is a short exact sequence in
Mod (X) then we have a long exact sequence

Ext0 (F ,G ′) Ext0 (F ,G ) Ext0 (F ,G ′′)

Ext1 (F ,G ′) Ext1 (F ,G ) Ext1 (F ,G ′′)

Ext2 (F ,G ′) . . .

δ0

δ1

iii) If G is an injective object of Mod (X) then Exti (F ,G ) = 0 for any
i > 0.

The same properties hold for the E xti (F , ·) functors.
Lemma 4.1.5. If I is an injective object of Mod (X), then for any open
subset U ⊆ X, we have that I |U is an injective object of Mod (U).
Proposition 4.1.6. For any open subset U ⊆ X we have

E xtiX (F ,G ) ∼= E xtiU (F |U ,G |U) .

Proposition 4.1.7. For any G ∈Mod (X) we have:
i) E xt0 (OX ,G ) = G ,

ii) E xti (OX ,G ) = 0 for any i > 0,

iii) Exti (OX ,G ) ∼= H i (X,G ) for all i ≥ 0.
Proof. The functor H om (OX , ·) is the identity functor, so its derived
functors are 0 for i > 0, so we have i) and ii). The functors Hom (OX , ·)
and Γ (X, ·) are equal, so their derived functors are the same.
Proposition 4.1.8. If 0 −→ F ′ −→ F −→ F ′′ −→ 0 is a short exact
sequence in Mod (X), then for any G we have a long exact sequence

0 Ext0 (F ′,G ) Ext0 (F ,G ) Ext0 (F ′′,G )

Ext1 (F ′,G ) Ext1 (F ,G ) Ext1 (F ′′,G )

Ext2 (F ′,G ) . . .

δ0

δ1

and similarly for the E xt sheaves.
Proof. Let 0→ G → I∗ be an injective resolution of G . For any injective
sheaf I , the functor Hom (·,I ) is exact, so we get a short exact sequence
of complexes

0 Hom (F ′′,I ∗) Hom (F ,I ∗) Hom (F ′,I ∗) 0.

Taking the associated long exact sequence of cohomology groups gives the
sequence of Exti. Similarly, the functor H om (·,I ) is an exact functor
from Mod (X) to Mod (X). Then the same argument gives the exact
sequence of E xti.
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Lemma 4.1.9. If L ∈Mod (X) is locally free of finite rank, and I ∈
Mod (X) is injective, then L ⊗OX

I is also injective.

Proposition 4.1.10. Let L be a locally free sheaf of finite rank, and let
Ľ = H om (L ,OX) be its dual. Then for any F , G in Mod (X), we
have

Exti (F ⊗L ,G ) ' Exti
(
F , Ľ ⊗ G

)
,

and for the sheaf E xt we have

E xti (F ⊗L ,G ) ' E xti
(
F , Ľ ⊗ G

)
' E xti (F ,G )⊗ Ľ .

Definition 4.1.11. Let C and D be abelian categories. A cohomological
functor, or an exact δ-functor, from C to D is

1) A family of additive functors (T n)n≥0, T n : C −→ D

2) For all n ≥ 0, for all exact sequence 0 → A → B → C → 0 in C ,
a morphism δn : T n (C) −→ T n+1 (A) in D such that

i) T 0 (A)→ T 0 (B)→ T 0 (C) δ0
→ T 1 (A)→ . . . is exact in D ,

ii) If we have a morphism of exact sequence

0 A B C 0

0 A′ B′ C ′ 0

then for all n ≥ 0, the following diagram commutes

T n (C) T n+1 (A)

T n (C ′) T n+1 (A) .

δn

δn

Definition 4.1.12. Let C and D be abelian categories. A cohomological
functor T = (T n, δn)n≥0 from C to D is said to be universal if for all co-
homological functor T ′ = (T ′n, δ′n)n≥0 from C to D and for all morphism
g : T 0 −→ T ′0 in C , there exists a unique morphism of cohomological
functors f : T −→ T ′ such that f 0 = g.

Lemma 4.1.13. Let F : C −→ D be an additive functor between abelian
categories. There exists at most one, up to canonical isomorphism, uni-
versal cohomological functor T from C to D .

Theorem 4.1.14. Let C , D be abelian categories. Let T = (T n, δn)n≥0
be a cohomological functor from C to D . If T n is effaceable for all n > 0,
then T is a universal cohomological functor.
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4.2 The Serre duality theorem
Theorem 4.2.1. Let A be a noetherian ring, and let X = PrA with r ≥ 1.

a) The natural map S = A [x1, . . . , xr]→ Γ∗ (OX) = ⊕
n∈Z

H0 (X,OX (n))
is an isomorphism of graded S-modules.

b) H i (X,OX (n)) = 0 for 0 < i < r and all n ∈ Z.

c) Hr (X,OX (−r − 1)) ' A.

d) The natural map

H0 (X,OX (n))×Hr (X,OX (−n− r − 1))→ Hr (X,OX (−r − 1)) ' A

is a perfect pairing of finitely generated free A-modules, for each
n ∈ Z.

Definition 4.2.2. Let X be a scheme, and let F be a sheaf of OX-
modules. We say that F is generated by global sections if there is a
family of global sections {si}i∈I , such that for each x ∈ X, the images of
si in the stalk Fx generate that stalk as an OX-module.

Theorem 4.2.3. Let X be a projective scheme over a noetherian ring A,
let O (1) be a very ample invertible sheaf on X, and let F be a coherent
OX-module. Then there is an integer n0 such that for all n ≥ n0, the
sheaf F (n) can be generated by a finite number of global sections.

Corollary 4.2.4. Let X be projective over a noetherian ring A. Then
any coherent sheaf F on A can be written as a quotient of a sheaf E ,
where E is a finite direct sum of twisted structure sheaves O (ni) for
various integers ni.

Theorem 4.2.5. Let X be a projective scheme over a noetherian ring A,
and let OX (1) be a very ample invertible sheaf on X over Spec (A). Let
F be a coherent sheaf on X. Then there exists an integer n0, depending
on F , such that for each i > 0 and n ≥ n0, H i (X,F (n)) = 0.

Let k be an algebraically closed field, let X = Pnk be the n-dimensional
projective space over k, and let wX = ∧n ΩX/k be the canonical sheaf on
X.

Theorem 4.2.6 (Duality for Pnk). Let X = Pnk over a field k. Then:

i) Hn (X,ωX) ∼= k. Fix one such isomorphism,

ii) for any coherent sheaf F on X, the natural pairing

Hom (F , ωX)×Hn (X,F )→ Hn (X,ωX) ∼= k

is a perfect pairing of finite dimensional vector spaces over k,

iii) for every i ≥ 0 there is a natural functorial isomorphism

Exti (F , ωX) ∼→ Hn−i (X,F )′ ,

where ′ denotes the dual vector space, which for i = 0 is the one
induced by the pairing of ii).
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Proof. i) It follows from the Theorem 3.1.23 that ωX ' OX (−n− 1),
thus we have Hn (X,ωX) ' Hn (X,OX (−n− 1)) ' k by the The-
orem 4.2.1.

ii) A homomorphism of F to ωX induces a map of cohomology groups
Hn (X,F )→ Hn (X,ωX), which gives the natural pairing. If F '
O (q) for some q ∈ Z, then Hom (F , ωX) ' H0 (X,ωX (−q)), so
the result follows from the Theorem 4.2.1. The result holds also
for a finite direct sum of sheaves of the form O (qi). Now assume
that F is an arbitrary coherent sheaf on X. Since F is coherent,
F can be written as a cokernel of a map of sheaves E1 → E2 where
each Ei is a direct sum of sheaves O (qi). Hence we have an exact
sequence

E1 → E2 → F → 0.

Since the functors Hom (·, ωX) and Hn (X, ·)′ are left-exact and
contravariant, we have the following commutative diagram

0 Hom (F , ωX) Hom (E2, ωX) Hom (E1, ωX)

0 Hn (X,F )′ Hn (X,E2)′ Hn (X,E1)′

where the horizontal arrows are exact. The first vertical arrow is ob-
viously an isomorphism. Since E1 and E2 are direct sums of sheaves
O (qi), both arrows Hom (Ei, ωX) → Hn (X,Ei)′ are isomorphisms
and so Hom (E1, ωX) → Hn (X,E1)′ is a monomorphism. Conse-
quently, Hom (F , ωX)→ Hn (X,F )′ is an isomorphism.

iii) Let us denote Coh (X) the abelian category of coherent sheaves on
X. Then

(
Exti (·, ωX)

)
i≥0

and
(
H i (X, ·)′

)
i≥0

both are cohomolog-
ical functors from Coh (X) to Coh (X) since they are the i-th right
derived functor of Hom (·, ωX) and Γ (X, ·) respectively. By the
previous point, we have that Ext0 (·, ωX) ' H0 (X, ·). Hence if we
show that for i > 0, Exti (·, ωX) and Hn−i (X, ·) are coeffaceable,
then by the Theorem 4.1.14, these two cohomological functors will
be universal cohomological functors from Coh (X) to Coh (X) and
by the Lemma 4.1.13, we will have that these two universal coho-
mological functors from Coh (X) to Coh (X) are isomorphic. Let F
be a coherent sheaf on X. Then we can write F as the quotient of
a sheaf E =

N⊕
i=1

O (−q), with q � 0. Then, by the Theorem 4.2.1,
we have for i > 0

Exti (E , ωX) =
⊕

H i (X,O (−q)) = 0.

Hence Exti (·, ωX) is coeffaceable for i > 0. Furthermore we have
Hn−i (X,E )′ = ⊕Hn−i (X,O (−q))′, which is 0 for i > 0, q > 0.
Hence these functors are coeffaceable for i > 0.Consequently, these
two cohomological functors from Coh (X) to Coh (X) are universal,
hence isomorphic.
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Definition 4.2.7 (Dualizing sheaf). Let X be a proper scheme of dimen-
sion n over a field k. A dualizing sheaf for X is a coherent sheaf ω◦X on
X, together with a trace morphism

t : Hn (X,ω◦X) −→ k

such that for all coherent sheaves F , the natural pairing

Hom (F , ω◦X)×Hn (X,F )→ Hn (X,ω◦X)

followed by t gives an isomorphism

Hom (F , ω◦X) ∼→ Hn (X,F )′ .

Proposition 4.2.8. Let X be a proper scheme over k. Then a dualizing
sheaf for X, if it exists, is unique up to an unique isomorphism of sheaves.
More precisely, if ω◦ is a dualizing sheaf for X, with its trace map t, and
if ω◦

′
, with t′, is an other dualizing sheaf for X, then there exists a unique

isomorphism φ : ω◦ −→ ω◦
′
such that t = t′ ◦Hn (φ).

Proof. Taking F = ω◦
′
in the definition of a dualizing sheaf on X, we

obtain an isomorphism

HomOX

(
ω◦
′

, ω◦
)
' Hn

(
X,ω◦

′
)′
.

Then there exists a unique morphism φ : ω◦
′
−→ ω◦ such that t◦Hn (φ) =

t′. By symmetry, we have a unique morphism ψ : ω◦ −→ ω◦
′
such that

t′ ◦ Hn (ψ) = t. Then φ ◦ ψ : ω◦ −→ ω◦
′
verifies t = t ◦ Hn (φ ◦ ψ). By

the uniqueness, this implies that φ ◦ ψ is the identity map of ω◦. By
symmetry of the problem, we have that ψ ◦φ : ω◦

′
−→ ω◦

′
is the identity

map of ω◦
′
. Hence ψ is an isomorphism.

We will prove that any projective scheme over k admits a dualizing sheaf.

Lemma 4.2.9. Let X be a closed subscheme of codimension r of P = Pnk .
Then E xtiP (OX , ωP) = 0 for all i < r.

Lemma 4.2.10. Let X be a closed subscheme of codimension r of P = Pnk
and let ω◦X = E xtrP (OX , ωP). Then for any OX-module F , there is a
functorial isomorphism

HomX (F , ω◦X) ' ExtrP (F , ωP) .

Proof. Let 0→ ωP → I ∗ be an injective resolution of ωP inMod (P). We
are going to calculate the cohomology groups ExtiP (F , ωP) of the com-
plex HomP (F ,I ∗). Since F is an OX-module, any morphism F → I i

factors through G i = H omP (OX ,I i). Thus we have ExtiP (F , ωP) =
H i (HomX (F ,G ∗)). For F ∈ Mod (X), we have HomX (F ,G i) =
HomP (F ,I i) so HomX (·,G i) is an exact functor, hence G i is an in-
jective OX-module. Furthermore, by the previous Lemma, we have
H i (G ∗) = 0 for i < r, so the complex G ∗ is exact up to the r-th step,
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and it is split exact up to the r-th step. So we can write the com-
plex as a direct sum G ∗ = G ∗1 ⊕ G ∗2 where G ∗1 is an injective complex
in degrees 0≤ i ≤ r and exact, and G ∗2 is in degrees i ≥ r. It fol-
lows that ω◦X = ker

(
dr : G r

2 −→ G r+1
2

)
, and that for any OX-module F ,

HomX (F , ω◦X) ' ExtrP (F , ωP).

Proposition 4.2.11. Let X be a projective scheme over a field k. Then
X has a dualizing sheaf.

Proof. We embed X in a closed subscheme of P = Pnk for some n. Let r
be its codimension and let ω◦X = E xtrP (OX , ωP). Then, by the previous
Lemma, we have an isomorphism for any OX-module F : HomX (F , ω◦X) '
ExtrP (F , ωP). Furthermore, by the Theorem 4.2.6, we have for F coher-
ent on X, ExtrP (F , ωP) ' Hn−r (P,F )′. Since n − r = dim (X) = N ,
we obtain a functorial isomorphism, for F ∈ Coh (X), HomX (F , ω◦X) '
HN (X,F )′. Taking F = ω◦X , we define our trace map as the image
of the element 1 ∈ Hom (ω◦X , ω◦X) by this isomorphism, which gives us a
map t : HN (X,ω◦X) −→ k. Then, by functoriality, (ω◦X , t) is a dualizing
sheaf on X.

Definition 4.2.12. Let A be a ring and let M be an A-module. A se-
quence x1, . . . , xr of elements of A is called a regular sequence for M if
x1 is not a zero divisor in M and for all 2 ≤ i ≤ r, xi is not a zero
divisor in M/ (x1, . . . , xi−1)M .

Definition 4.2.13. Let A be a local ring with maximal ideal m and let
M be an A-module. The depth of M is the maximum length of a regular
sequence x1, . . . , xr for M with all xi ∈ m.

Definition 4.2.14. Let A be a local ring. We say that A is Cohen-
Macaulay if depth A = dimA.

Definition 4.2.15. We say that a scheme is Cohen-Macaulay if all of
its local rings are Cohen-Macaulay.

Theorem 4.2.16 (Duality for a projective scheme). Let X be a projective
scheme of dimension n over an algebraically closed field k. Let ω◦X be a
dualizing sheaf on X, and let O (1) be a very ample sheaf on X. Then:

a) for all i ≥ 0 and F coherent on X, there are natural functorial
maps

θi : Exti (F , ω◦X) −→ Hn−1 (X,F )′

such that θ0 is the map given in the definition of dualizing sheaf
above ;

b) the following conditions are equivalent:

i) X is Cohen-Macaulay and all its irreducible components have
the same dimension;

ii) for any F locally free on X, we have H i (X,F (−q)) = 0 for
i < n and q � 0;

iii) the maps θi of a) are isomorphisms for all i ≥ 0 and for all
coherent sheaf F on X.
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Corollary 4.2.17. Let X be a closed subscheme of P = Pnk which is a
local complete intersection of codimension r. Let I be the ideal sheaf of
X.
Then ω◦X ' ωP ⊗ ∧r (I /I 2)ˇ.

Definition 4.2.18. Let A be a ring, and let f1, . . . , fr ∈ A. We define
the Koszul complex K. (f1, . . . , fr) as follows: K1 is a free A-module of
rank r with basis e1, . . . , er. For each p = 0, . . . , r, Kp = ∧pK1. We
define the boundary map d : Kp −→ Kp−1 by its action on the basis
vectors:

d
(
ei1 ∧ · · · ∧ eip

)
=
∑

(−1)j−1 fijei1 ∧ · · · ∧ êij ∧ · · · ∧ eip .

Thus K (f1, . . . , fr) is a complex of A-modules. If M is any A-module,
then we define K. (f1, . . . , fr;M) := K. (f1, . . . , fr)⊗AM .

Theorem 4.2.19. Let X be a closed subscheme of P = PNk which is a
local complete intersection of codimension r. Let I be the ideal sheaf of
X. Then ω◦X ' ωP ⊗

∧r (I /I 2)ˇ. In particular, ω◦X is an invertible sheaf
on X.

Proposition 4.2.20. If X is a projective nonsingular variety over an
algebraically closed, then the dualizing sheaf ω◦X is isomorphic to the
canonical sheaf ωX .

Corollary 4.2.21. If X is a projective nonsingular variety of dimension
n, then we have an isomorphism Hn (X,ωX) ' k.

Corollary 4.2.22. If X is a projective nonsingular curve, then we have
pg (X) = pa (X).

5 Divisors
Definition 5.0.1. A scheme X is said regular in codimension one, or
nonsingular in codimension one, if every local ring Ox of X of dimension
one is regular.

In this section, X will be a noetherian integral separated scheme which
is regular in codimension one.

Definition 5.0.2. A prime divisor on X is a closed integral subscheme
Y of codimension one. A Weil divisor is an element of the free abelian
group Div (X) generated by the prime divisors.

We will write a Weil divisor as D = ∑
niYi, where the Yi are the

prime divisors, the ni are integers, and only finitely many ni are different
from zero.

Definition 5.0.3. Let D = ∑
niYi ∈ Div (X). If all the ni are greater

or equal to zero, then we say that D is effective.

Definition 5.0.4. Let Y is a prime divisor on X and let η ∈ Y be
its generic point. Then the local ring Oη,X is a discrete valuation ring
with quotient field K, the function field of X. We call the corresponding
valuation νY the valuation of Y .
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Remark: With the notations of the previous definition, let f ∈ K∗ be
any nonzero rational function on X. Then νY (f) is an integer. If it is
positive, then we say that f has a zero along Y , of that order. If it is
negative, then we say that f has a pole along Y , of order −νY (f).

Lemma 5.0.5. Let f ∈ K∗ be a nonzero function on X. Then νY (f) = 0
for all except finitely many prime divisors Y .

Proof. Let U = Spec (A) be an affine open subset of X on which f is
regular. We define Z = X \ U , which is a proper closed subset of X.
Since X is noetherian, Z can contain at most finitely many prime divisor
of X. Hence, to prove the Lemma, we have to show that there are only
finitely many prime divisors Y of U for which νY (f) is a nonzero integer.
We have νY (f) ≥ 0 because f is regular and νY (f) > 0 if Y is contained
in the closed subset of U defined by the ideal fA of A. Since f is nonzero,
this closed subset of U is a proper closed subset, and so contains only
finitely many closed irreducible subsets of codimension one of U .

Definition 5.0.6. Let f ∈ K∗. We define the divisor of f , denoted (f),
by

(f) =
∑

νY (f) · Y

where the sum is taken over all prime divisors of X. Such a divisor is
called a principal divisor.

Remark: The subset of Div (X) formed by the principal divisors is a
subgroup of Div (X).

Definition 5.0.7. Two divisors D and D′ are linearly equivalent, de-
noted by D ∼ D′, if D − D′ is a principal divisor. The group Div (X)
of all divisors divided by the subgroup of principal divisors is called the
divisor class group of X, and is denoted by Cl (X).

Proposition 5.0.8. Let A be a noetherian domain. Then A is a Unique
Factorisation Domain if and only if X = Spec (A) is normal and Cl (X) =
0.

5.1 Divisors on curve
A curve over k is an integral separated scheme X of finite type over k, of
dimension one. If all the local rings of X are regular local rings, we say
that X is nonsingular.

Proposition 5.1.1. Let X be a nonsingular curve over k with function
field K. Then the following assertions are equivalent:

(i) X is projective,

(ii) X is proper over k,

(iii) X ' t (CK) where Ck is an abstract nonsingular curve and t is
functor from varieties to schemes.
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Definition 5.1.2. Let f : X −→ Y be a finite morphism of curves. We
define the degree of f as the degree [K (X) : K (Y )].

If X is a nonsingular curve then X is a noetherian integral separated
scheme which is regular in codimension one so the divisors on X are
well-defined. From now, X will be a nonsingular curve. In this case, a
prime divisor is a closed point so we can write, for a divisor, D = ∑

niPi
where the Pi are the closed points and ni ∈ Z.

Definition 5.1.3. Let D = ∑
niPi be a divisor on X. We define the

degree of D to be deg (D) = ∑
ni. It is a finite integer since all the ni

except for finitely many are zero.

Proposition 5.1.4. Let X be a proper nonsingular curve over k, let Y
be a nonsingular curve and let f : X −→ Y be a morphism. Then either:

(1) f (X) = a point, or

(2) f (X) = Y .

In case (2), K (X) is a finite extension field of K (Y ), f is a finite
morphism and also Y is proper over k.

Proof. X and Y are S = Spec (k)-schemes such that X → S is proper
and Y → S is separated. So f : X −→ Y is closed and even proper
beacause we have the following commutative diagram

Γf X ×S Y Y

X

∆′

p

q

f

where q = πY is proper, Γf = (X ×S Y )×Y×SY Y is the graph of f and ∆′
is obtained by the closed immersion ∆Y/S : Y −→ Y ×S Y base changed
to X ×S Y → Y ×S Y . Moreover f (X) is irreducible so either f (X) =
a point (1) or f (X) = Y (2), and in (2) Y is also proper over k.
Assume that f (X) = Y . Then f is dominant so it induces an inclusion
K (Y ) ⊆ K (X). Both fields are finitely generated extension fields of
transcendantal degree 1 of k, so K (X) is a finite algebraic extension
of K (Y ). To show that f is a finite morphism. Let V = Spec (B) be
any open affine subset of Y and let A be the integral closure of B in
K (X). Since K (X) is a finite algebraic extension of K (Y ), A is a finite
B-module and Spec (A) is isomorphic to an open subset U of X. Hence
we have U = f−1 (V ), so this shows that f is a finite morphism.

Definition 5.1.5. If f : X −→ Y is a finite morphism of nonsingular
curves, we define a homomorphism f ∗ : Div (Y ) −→ Div (X) as follows.
For any point Q ∈ Y , let t ∈ OQ be an element of K (Y ) with νQ (t) = 1
where νQ is the valuation corresponding to the discrete valuation ring
OQ. A such t ∈ OQ is called a local parameter at Q. We define f ∗Q =∑
f(P )=Q

νP (t) ·P . It is a finite sum, since f is finite, so it defines a divisor

on X.
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Proposition 5.1.6. With the notations of the previous Definition, f ∗Q
doesn’t depend of the choice of the local parameter.

Proof. Let t, t′ ∈ OQ be two such local parameters. The ring OQ is a
regular local ring and νQ (t) = νQ (t′) so there exists a unit u ∈ OQ such
that t′ = ut. For any point P such that f (P ) = Q, u will be a unit in
OP so we have νP (t) = νP (t′).

Remark: f ∗ : Div (Y ) −→ Div (X) induces an homomorphism f ∗ :
Cl (Y ) −→ Cl (X).

Proposition 5.1.7. Let f : X −→ Y be a finite morphism of nonsingular
curves. Then for any divisor D on Y , we have deg (f ∗D) = deg (f) ·
deg (D).

Proof. By definition of the degree, if D,D′ ∈ Div (X) then we have
deg (D +D′) = deg (D) + deg (D′) so it is enough to show that for
any closed point Q ∈ Y , we have deg (f ∗Q) = deg (f) since we have
deg (Q) = 1. Let V = Spec (A) be an open affine subset of Y containing
Q. Let B be the integral closure of A in K [X]. Then we have that
U = Spec (B) = f−1 (V ) and is an open subset of X. Let mQ be the
maximal ideal (since Q is a closed point of V ) of Q in B. Localizing B
and A with respect to S = A \mQ, we obtain a ring extension OQ ↪→ B′

where B′ is a finitely generated OQ-module. B′ is torsion-free and has
rank equal to n = [K (X) : K (Y )] so B′ is a free OQ-module of rank
n = deg (f). It follows that if t is a local parameter at Q then B′/tB′ is a
k-vector space of dimension n. In addition, the points Pi ∈ X such that
f (Pi) = Q are in one to one correspondance with the maximal ideals mi

of B′, and for each i, B′mi
= OPi

. Then we have tB′ = ∩i
(
tB′mi

∩B′
)
so it

follows that B′/tB′ = B′/
(
∩i
(
tB′mi

∩B′
))

so by the Chinese remainder
theorem, we have B′/tB′ = ⊕iB′/ (tB′mi ∩B′) and we obtain that

dimk B
′/tB′ =

∑
i

dimk B
′/
(
tB′mi

∩B′
)
.

But we haveB′/ (tB′mi ∩B′) ' B′mi
/tB′mi

= OPi
/tOPi

so dimk B
′/ (tB′mi ∩B′) =

νPi
(t). So we have that f ∗Q = ∑

νPi
(t)·Pi, that means that deg (f ∗Q) =

deg (f).

Corollary 5.1.8. A principal divisor on a proper nonsingular curve X
has degree zero. Consequently the degree function induces a surjective
homomorphism

deg : Cl (X) −→ Z.

5.2 Cartier divisors
Definition 5.2.1. Let X be a scheme. For each open affine subset
U = Spec (A), let S be the set of the elements of A which are not zero
divisors, and let K (U) be the localization of A by the multiplicative sys-
tem S. We call K (U) the total quotient ring of A. Since U varies, the
rings K (U) form a presheaf. We consider the sheaf of rings K which is
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the sheaf associated to the presheaf form by the K (U). Then we call K
the sheaf of total quotient rings of O.
We denote by K ∗ the sheaf, of multiplicative groups, of invertible ele-
ments in the sheaf of rings K .
Similarly O∗ is the sheaf of invertible elements in O.

Remark: The sheaf K replaces the concept of function field of an
integral scheme.

Definition 5.2.2. A Cartier divisor on a scheme X is a global section
of the sheaf K ∗/O∗.
A Cartier divisor is principal if it is in the image of the natural map
Γ (X,K ∗)→ Γ (X,K ∗/O∗).
Two Cartier divisors D and D′ are linearly equivalent if D − D′ is a
principal divisor. We then write D ∼ D′.
A Cartier divisor D is called effective if it is in the image of the canonical
map Γ (X,OX ∩K ∗

X )→ Γ (X,K ∗
X/O

∗
X). We then write D ≥ 0.

Remark: Although the group operation on K ∗/O∗ is multiplication,
we will use the language of additive groups when speaking of Cartier
divisors, so as to preserve the analogy with Weil divisors.

We can represent a Cartier divisor D by a system {(Ui, fi)i} where the
Ui are open subsets of X forming a covering of X, fi is the quotient of
two regular elements of OX (Ui), and fi|Ui∩Uj

∈ fj|Ui∩Uj
OX (Ui ∩ Uj)∗ for

every i,j.

Proposition 5.2.3. Let X be an integral, separated noetherian scheme
such that all of whose local rings are Unique Factorisation Domain. Then
the group Div (X) of Weil divisors on X is isomorphic to the group of
Cartier divisors Γ (X,K ∗/O∗), and furthermore, the principal Weil divi-
sors correspond to the principal Cartier divisors under this isomorphism.

Proof. Since a Unique Factorisation Domain is integrally closed, we have
that OX,x is integrally closed for any x ∈ X, so X is a normal scheme.
Hence X is a noetherian integral separated scheme which is regular in
codimension one, so the Weil divisors on X are well-defined. Since X is
an integral scheme, then for any open affine subset U ⊆ X, OX (U) is an
integral domain, so the elements of OX (U) which are not zero divisors
are the elements which are not zero. Hence K (U) = Frac (OX (U)) '
K (X) = K, where K (X) is the field of fractions on X, since X is
an integral scheme. So K is the constant sheaf corresponding to the
function field of X.
Now let a Cartier divisor be represented by {(Ui, fi)i} where {Ui} is an
open cover of X, and fi ∈ Γ (Ui,K ∗) = K∗. Let us define the associated
Weil divisor as follows. For each prime divisor Y , we take the coefficient
of Y to be νY (fi), where i is any index such that fi ∈ Y ∩ Ui 6= ∅. If
j is another such index, then fi|Ui∩Uj

∈ fj|Ui∩Uj
OX (Ui ∩ Uj)∗ so fi/fj is

invertible on OX (Ui ∩ Uj) and we get νY (fi/fj) = 0 so νY (fi) = νY (fj).
Therefore we obtain a well-defined Weil divisor D = ∑

νY (fi)Y on X.
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Conversely, if D is a Weil divisor on X, let x ∈ X be any point. Then
D induces a Weil divisor Dx on the local scheme Spec (OX,x). Since
OX,x is a Unique Factorisation Domain, we have, by the Proposition
5.0.8, Cl (Spec (OX,x)) = 0 so Dx is a principal divisor. Let fx ∈ K
such that Dx = (fx). Then the principal divisor (fx) on X has the
same restriction to Spec (OX,x) as D, hence they differ only at the prime
divisor which do not pass through x. There are only finitely many of
these prime divisors which have a non-zero coefficient in D or (fx) so
we can find an open neighborhood x ∈ Ux such that D|Ux = (fx) |Ux .
Hence we can find a system {(Ux, fx)x} where the Ux are open subsets of
X a covering of X, and fx ∈ K such that D|Ux = (fx) |Ux and we have
(fx) |Ux∩Uy = DUx∩Uy = (fy) |Ux∩Uy so fx/fy ∈ OX (Ux ∩ Uy)∗. Thus we
have a well-defined Cartier divisor. These two constructions are inverse
to each other so the group of Weil divisor and the group of Cartier divisor
are isomorphic. Furthermore, the principal divisors correspond to each
other.

Theorem 5.2.4 (Auslander-Buschbaum). A regular local ring is a Unique
Factorization Domain.

Corollary 5.2.5. If X is a nonsingular variety, then we have Div (X) '
Γ (X,K ∗/O∗).

Proposition 5.2.6. Let L and M be invertible sheaves on a ringed
topological space (X,OX). Then L ⊗OX

M is an invertible sheaf and
there exists an invertible sheaf L −1 on X such that L ⊗OX

L −1 ' OX .

Definition 5.2.7. For any ringed topological space (X,OX) we define
the Picard group of X, denoted Pic (X), to be the group of isomorphism
classes of invertible sheaves on X, under the operation ⊗OX

.

Definition 5.2.8. Let D be a Cartier divisor on a scheme X, repre-
sented by {(Ui, fi)} as above. We define a subsheaf L (D) of the sheaf
of total quotient rings K by taking L (D) to be the sub-OX-module of
K generated by f−1

i on Ui. Since fi/fj is invertible on OX (Ui ∩ Uj),
f−1
i and f−1

j generate the same OX-module so it is well-defined. We call
L (D) the sheaf associated to D.

Proposition 5.2.9. Let X be a scheme.

(a) For any Cartier divisor D, L (D) is an invertible sheaf on X.
The map D 7→ L (D) gives a one to one correspondance between
Cartier divisors on X and invertible subsheaves of K .

(b) L (D −D′) ' L (D)⊗OX
L (D′)−1.

(c) D ∼ D′ if and only if L (D) ' L (D′) as abstract invertible
sheaves.

Proof. (a) Let D be a Cartier divisor on X represented by {(Ui, fi)}.
For each fi, the map OUi

→ L (D) |Ui
, defined by 1 7→ f−1

i is an
isomorphism. So for every point x ∈ X, we have x ∈ Ui0 for some
i0 and L |Ui0

' OX |Ui0
as OUi0

-modules. Then L is an invertible
sheaf on X. We can recovered D from L (D) together with its
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embedding in K , by taking fi on OX (Ui) to be the inverse of
a local generator of L (D). For any invertible subsheaf of K ,
this construction gives a Cartier divisor, so we have a one to one
correspondance.

(b) If D is locally defined by fi and D′ is locally defined by gi, then
L (D −D′) is locally generated by f−1

i gi so L (D −D′) = L (D) ·
L (D′)−1 as subsheaves of K , and this product is isomorphic to
the abstract tensor product L (D)⊗OX

L (D′)−1.

(c) By the previous point, we have to show that D1 = D −D′ is prin-
cipal if and only if L (D1) = L (D)⊗OX

L (D′)−1 ' OX . If D1 is
principal, then there exists f ∈ Γ (X,K ∗) such that the image of f
by the natural map Γ (X,K ∗)→ Γ (X,K ∗/O∗) is D1. So L (D1)
is globally generated by f−1, so sending 1 7→ f−1 gives an isomor-
phism OX ' L (D1). Conversely, given such an isomorphism, the
image of 1 by this isomorphism gives us an element of Γ (X,K ∗)
whose inverse will define D as a principal divisor.

Definition 5.2.10. Let D be an effective Cartier divisor on X, rep-
resented by {(Ui, fi)} with fi ∈ Γ (Ui,OUi

). We define the associated
subscheme of codimension 1 Y to be the closed subscheme defined by the
sheaf of ideals I which is locally generated by fi.

Proposition 5.2.11. Let D be an effective Cartier divisor on a scheme
X, and let Y be the associated locally principal closed subscheme. Then
IY ' L (−D).

Proof. L (−D) is the subsheaf of K generated locally by fi. Since D is
effective, this is a subsheaf of OX , which is the ideal sheaf IY of Y .

Definition 5.2.12. Let X be a nonsingular projective variety over an
algebraically closed field k, and let L be an invertible sheaf on X. Let
s ∈ Γ (X,L ) be a nonzero section of L . We define an effective divisor
D = (s)0, the divisor of zeros of s, as follows. Over any open set I ⊆ X
where L is trivial, let φ : L |U −→ OU be an isomorphism. Then φ (s) ∈
Γ (U,OU). As U ranges over a covering of X, the collection {(U, φ (s))}
determines, up to multiplication by an element of Γ (U,O∗U), an effective
Cartier divisor D on X.

Proposition 5.2.13. Let X be a non singular projective variety over the
algebraically closed field k. Let D0 be a divisor on X and let L ' L (D0)
be the corresponding invertible sheaf.

(a) For each nonzero s ∈ Γ (X,L ), the divisor of zeros (s)0 is an
effective divisor linearly equivalent to D0.

(b) Every effective divisor lineary equivalent to D0 is (s)0 for some
s ∈ Γ (X,L ).

(c) Two sections s and s′ of Γ (X,L ) have the same divisor of zeros
if and only if there is a λ ∈ k∗ such that s′ = λs.
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Definition 5.2.14. A complete linear system on a nonsingular projective
variety is defined as the set of all effective divisors linearly equivalent to
some given divisor D0. It is denoted by |D0|.

Remark: The previous Proposition tells us that we have a one to one
correspondance between the set |D0| and the set (Γ (X,L ) \ {0}) /k∗.
This gives |D0| a structure of the set of closed points of a projective
space over k.

Theorem 5.2.15. Let k be a field, let A be a finitely generated k-algebra,
let X be a projective scheme over A, and let F be a coherent OX-module.
Then Γ (X,F ) is a finitely generated A-module. In particular, if A = k,
Γ (X,F ) is a finite-dimensional k-vector space.

Definition 5.2.16. A linear system d on X is a subset of a complete
linear system |D0| which is a linear subspace for the projective space struc-
ture of |D0|. Thus d corresponds to a sub-vector space V ⊆ Γ (X,L ),
where V = {s ∈ Γ (X,L ) , (s)0 ∈ d} ∪ {0}. The dimension of the linear
system d is its dimension as a linear projective variety. Hence dim (d) =
dim (V )− 1.

Remark: Since Γ (X,L ) is a finite-dimensional vector space by the
previous Theorem, the dimension of V is also finite.

Definition 5.2.17. If |D| is a complete linear system, we denote by l (D)
the dimension of the k-vector space Γ (X,L (D)).

Lemma 5.2.18. Let D be a divisor on a curve X. Then if l (D) 6= 0,
we must have deg (D) ≥ 0. Furthermore, if l (D) 6= 0 and deg (D) = 0
then we have D ∼ 0 hence L (D) ' OX .

Proof. If l (D) 6= 0 then |D| is nonempty. Let D′ be an effective divisor
linearly equivalent to D. Then we have deg (D) = deg (D′) ≥ 0 since
D′ is effective. Now assume that deg (D) = 0. Then D ∼ D′ with
deg (D′) = 0 so D′ = 0.

6 The Luroth’s theorem
The Luroth’s problem in dimension one is equivalent to the Luroth’s
theorem, that we will prove in this section. Recall that if X is a curve,
then pa (X) = pg (X) = dimkH

1 (X,OX). In this section, we will assume
thatX is a curve, so we will denote g = pg (X) = pa (X). Moreover, every
field k in this section is algebraically closed.

6.1 The Riemann-Roch’s theorem
Definition 6.1.1. Let X be a curve over a field k. Any Cartier divisor
K on X such that L (K) ' ωX is called a canonical divisor on X. It is
well-defined up to a linear equivalence.
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Theorem 6.1.2 (Riemann-Roch). Let D be a divisor on a curve of genus
g. Then we have

l (D)− l (K −D) = deg (D) + 1− g.

Corollary 6.1.3. If X is a curve of genus g, then the canonical divisor
K has degree 2g − 2.

Proof. Applying the Riemann-Roch theorem with D = K, we obtain

l (K)− l (0) = deg (K) + 1− g.

Since l (K) = g, we obtain the egality

deg (K) = 2g − 2.

Proposition 6.1.4. A curve X is rational if and only if g (X) = 0.

Proof. Since g (P1
k) = 0 and the genus is a birational invariant, we have

that if g (X) > 0 then X is not rational. By contraposition, X is rational
implies g (X) = 0.
Now assume that g (X) = 0 and let us show that X is rational. Let
P and Q be two distinct rational points of X. Let us denote D =
P −Q ∈ Div (X). Then we have l (K −D) = 0. Indeed, if l (K −D) > 0
then we would have an effective divisor D′ such that K − D ∼ D′ but
deg (K −D) = deg (K) − deg (D) = −2 and deg (D′) ≥ 0 which is a
contradiction. Hence l (K −D) = 0. Then, applying the Riemann-Roch
Theorem to the divisor D, we obtain that l (D) = 1. Since deg (D) = 0,
by Lemma 5.2.18, we have D ∼ 0. Then there exists a rational function
f ∈ K (X) such that (f) = P − Q. The inclusion morphism k (f) →
k (X) induces a finite morphism φ : X −→ P1

k and (f) = φ∗ ({0} − {∞})
hence we have φ∗ ({0}) = P . Consequently, φ must be a morphism of
degree 1 and so K (X) = K (P1). Hence φ is birational and X is a
rational curve.

6.2 The Hurwitz formula and Luroth’s theorem
Definition 6.2.1. Let f : X −→ Y be a finite morphism of curves. Let
P ∈ X and Q = f (P ).
Let t ∈ OQ,Y be a local parameter at Q, that is t is an element of K (Y )
with vQ (t) = 1 and vQ is the valuation associated to the valuation ring
OQ,Y . We define the ramification index eP at P with

eP = vP
(
f ] (t)

)
.

Definition 6.2.2. With the notation of the previous definition, we say
that:

- f is ramified at P , and that Q is a branch point of f if eP > 1,

- f is unramified at P if eP = 1.
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Definition 6.2.3. We say that the morphism f : X −→ Y is separable
if K (X) is a separable field extension of K (Y ).

Lemma 6.2.4. If K/k is a finite algebraic extension, then ΩK/k = 0 if
and only if K/k is separable.

Proposition 6.2.5. Let f : X −→ Y be a finite separable morphism of
curves. There is an exact sequence of sheaves on X

0 f ∗ΩY ΩX ΩX/Y 0.

Proof. By the Proposition 3.1.22, we just have to prove that f ∗ΩY → ΩX

is injective. Since both of these sheaves are invertible sheaves on X, it
is enough to show that the map is nonzero at the generic point η of X.
Since K (X) is separable over K (Y ) and is a finite algebraic extension
of K (Y ), we have ΩX/Y = 0. Since at η we have Im (f ∗ΩY → ΩX) =
Ker

(
ΩX → ΩX/Y

)
= ΩX , the map f ∗ΩY → ΩX is surjective at the

generic point of X, hence is nonzero.

Definition 6.2.6. Let f : X −→ Y be a finite separable morphism of
curves. Let P be a point of X and let Q = f (P ). Let t be a local
parameter at Q and let u be a local parameter at P . Then dt is a generator
of the free OQ-module ΩY,Q, and du is a generator of the free OP -module
ΩX,P . In particular, there is a unique element g ∈ OP such that f ∗dt =
g · du. We denote this element g by dt/du.

Proposition 6.2.7. Let f : X −→ Y be a finite, separable morphism of
curves.

(a) ΩX/Y is a torsion sheaf on X, with support equal to the set of
ramification points of f . In particular, f is ramified at only finitely
many points.

(b) For each P ∈ X, the stalk
(
ΩX/Y

)
P

is a principal OP -module of
finite length equal to vP (dt/du).

(c) If f is tamely ramified at P ∈ X then length
(
ΩX/Y

)
P

= eP − 1.

Proof. (a) Since f ∗ΩY and ΩX are both invertible sheaves on X, the
previous proposition tells us that ΩX/Y is a torsion sheaf on X.

(b) Let us consider the exact sequence from the previous Proposi-
tion. Taking the stalks at P , where f (P ) = Q, we obtain that(
ΩX/Y

)
P
' ΩX,P/f

∗ΩY,Q, which is isomorphic as an OP -module to
OP (dt/du).

(c) If f has ramification index e = eP , then there exists a unit a ∈ OP

such that t = aue and so we have dt = aeue−1 (du) + ue (da). If the
ramification is tame, then e is a nonzero element of k and we have
νP (de/du) = e− 1.
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Definition 6.2.8. Let f : X −→ Y be a finite, separable morphism of
curves. We define the ramification divisor of f to be

R =
∑
P∈X

length
(
ΩX\Y

)
P
· P.

Proposition 6.2.9. Let f : X −→ Y be a finite separable morphism of
curves. Let KX and KY be the canonical divisors of X and Y , respec-
tively. Then KX ∼ f ∗KY +R.

Theorem 6.2.10 (Hurwitz formula). Let f : X −→ Y be a finite sepa-
rable morphism of curves. Let n = deg f . Then

2g (X)− 2 = n (2g (Y )− 2) + degR

Moreover if f has only tame ramification, then

degR =
∑
P∈X

(eP − 1) .

Proof. Taking the degrees in the previous proposition, we obtain that
deg (KX) = deg (f) deg (KY ) + deg (R). By the Corollary 6.1.3, we have
that deg (KX) = 2g (X)− 2 and deg (KY ) = 2g (Y )− 2. So we have

2g (X)− 2 = n · (g (Y )− 2) + deg (R) .

Furthermore, if f has only tame ramification then deg
(
ΩX/Y

)
= eP − 1

for any P ∈ X by the Proposition 6.2.7. Hence we obtain that deg (R) =∑
P∈X

(eP − 1).

Definition 6.2.11. Let X be a scheme such that all of whose local rings
are of characteristic p. We define the Froebenius morphism F : X −→ X
as follows. As a map of topological spaces, F = idX and F ] : OX −→ OX

is the p-th power map. This defines a morphism of schemes since X has
all its local rings of characteristic p.

Proposition 6.2.12. Let f : X −→ Y be a finite morphism of curves,
and suppose that K (X) is a purely inseparable field extension of K (Y ).
Then X and Y are isomorphic as abstract schemes, and f is a composi-
tion of k-linear Frobenius morphisms. In particular, g (X) = g (Y ).

Proof. Let pr be the degree of f . Then we have K (X)p
r

⊆ K (Y ). We
consider the following sequence of schemes morphisms

Ypr Ypr−1 . . . Yp Y

where Yp is defined to be the same k-scheme than Y but with the
structural morphism F ◦ π, with π : Y −→ k, and Ypi =

(
Ypi−1

)
p

for 1 ≥ i ≥ r. The composition of these morphisms is a morphism
f ′ : X −→ Y which has also degree pr. Then we have K (X) ⊆ K (Y )1/pr

and K (Ypr) = K (Y )1/pr

and both K (X) and K (Ypr) have the same de-
gree so k (X) = K (Ypr). Since the function field of a curve determines
the curve, we have an isomorphism X ' Ypr as schemes and f = f ′. So
X ' Y as schemes and so g (X) = g (Y ).
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Corollary 6.2.13. Let f : X −→ Y be a finite separable morphism of
nonsingular projective curves over k. Then g (X) ≥ g (Y ).

Proof. We have K (X) = k (T, s) with T transcendent over k and s sep-
arable algebraic over k (T ) so we can factor the field extension K (Y ) ⊆
K (X) into a separable extension followed by a purely inseparable ex-
tension. By the previous Proposition, the genus doesn’t change for a
purely inseparable extension so we can reduce to the case f is separable.
If g (Y ) = 0 then there is nothing to prove since the geometric genus is
a non-negative integer. Assume that g (Y ) ≥ 1. Applying the Hurwitz
formula we obtain

g (X) = g (Y ) + (n− 1) · (g (Y )− 1) + deg (R) /2.

Since g (Y ) ≥ 1 and deg (R) ≥ 0, we obtain the inequality claimed.

Theorem 6.2.14 (Luroth’s theorem). Let k be a field, and let L be a
subfield of a purely transcendental extension k (t). Then either L = k, or
L is purely transcendental over k.

Proof. Let us suppose L 6= k. Then L is of transcendence degree 1 over
k. Then L is a function field of a curve Y . Since L ⊆ k (t), we obtain a
finite morphism f : P1

k −→ Y . By the previous Corollary, we obtain that
0 = g (P1

k) ≥ g (Y ) ≥ 0 so g (Y ) = 0. Hence by the Proposition 6.1.4., Y
is birational to P1

k so L ' k (u) for some u.

Consequently, if X is a curve over an algebraically closed field k, then
we have that X is unirational if and only if X is rational. If k is not
algebraically closed, then the result still holds.

7 The Luroth’s problem in dimension 2
We will say that X is a surface if X is a nonsingular projective variety
of dimension 2 over an algebraically closed field k.

7.1 Divisors on a surface
Definition 7.1.1. Let (X,OX) be a ringed topological space. We define
the Picard group of X, denoted by Pic (X), to be the group of isomorphism
classes of invertible sheaves on X, under the operation ⊗OX

.

Proposition 7.1.2. If X is an integral scheme, we have an isomorphism
CaCl (X) → Pic (X), where CaCl (X) is the group of Cartiers divisors
on X modulo linear equivalence.

Proof. The map D → L (D) gives us an injective homomorphism from
CaCl (X) to Pic (X) by the Proposition 5.2.9. It remains to show that
every invertible sheaf is isomorphic to a subsheaf of K . First note that
in this case, K is just the constant sheaf K = K (X), the function field
of X. Let L be any invertible sheaf, and consider the sheaf L ⊗OX

K .
On any open set U where L ' OX , we have L ⊗OX

K ' K , so it is
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a constant sheaf on any such U . Since L is an invertible sheaf, we have
an open covering of X such that the restriction to each of these open
subset of L ⊗OX

K is isomorphic to the constant sheaf K . Since X is
irreducible, that implies that L ⊗OX

K is isomorphic to the constant
sheaf K , and the natural map L → L ⊗OX

K express L as a subsheaf
of K .

Corollary 7.1.3. If X is a noetherian, integral, separated locally facto-
rial scheme, then there is a natural isomorphism Cl (X) ' Pic (X).

Definition 7.1.4. An invertible sheaf L is said to be ample if for every
coherent sheaf F on X, there is an integer n0 (F ) > 0 such that for every
n ≥ n0 (F ), the sheaf F⊗OX

L n is generated by its global sections, where
L n = L ⊗n denotes the nfold tensor power of L with itself.
If X is any scheme over Y , an invertible sheaf L on X is very ample
relative to Y if there is an immersion i : X −→ PrY for some r, such that
i∗ (O (1)) ' L .
A Cartier divisor on X is called ample, resp very ample, if L (D) is an
ample sheaf, resp very ample sheaf, on X.

We can’t define the notion of degree for a divisor on a surface, unlike
the degree of a divisor on a curve. However, we can define the intersec-
tion of two divisors on a surface. Let X be a surface over k. A curve
on a surface will mean any effective divisor on the surface. A point will
mean a closed point, unless otherwise specified.

Definition 7.1.5. Let C, D be curves on X. Let P ∈ C ∩D be a point
of intersection of C and D. We say that C and D meet transversally at
P if the local equations f ,g of C,D at P generate the maximal ideal mP

of OX,P .

Our goal is to define the "number of intersection" of C and D.

Lemma 7.1.6. Let C1,. . . ,Cr be irreducible curves on the surface X and
let D be a very ample divisor. Then almost all curves D′ in the complete
linear system |D| are irreducible, nonsingular, and meet each of the Ci
transversally.

Lemma 7.1.7. Let C be an irreducible nonsingular curve on X, and let
D be any curve meeting C transversally. Then

] (C ∩D) = degC (L (D)⊗OX
OC) .

Proof. Since L (−D) is the ideal sheaf of D on X, we obtain, tensoring
with OC , the following exact sequence

0 L (−D)⊗OX
OC OC OC∩D 0

where C ∩D denotes the scheme intersection. We have that L (−D) is
the invertible sheaf on C corresponding to the divisor C ∩D, and since
the intersection is transversal, the degree of this divisor is the number of
points ] (C ∩D).
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Theorem 7.1.8. There is a unique pairing Div (X) × Div (X) → Z,
denoted by (C ·D) for any two divisors C,D on X, such that
(i) If C and D are nonsingular curves meeting transversally, then

(C ·D) = ] (C ∩D), the number of points of C ∩D,

(ii) for any C and D divisors on X we have (C ·D) = (D · C),

(iii) for any C, C ′ and D divisors on X, ((C + C ′) ·D) = (C ·D) +
(C ′ ·D),

(iv) if C ∼ C ′ then (C ·D) = (C ′ ·D).
Definition 7.1.9. Let C and D be curves on X. If C and D have no
common irreducible components, and if P ∈ C ∩ D, then we define the
intersection multiplicity (C ·D)P of C and D at P to be the dimension
of the k-vector space OX,P/ (f, g), where f ,g are local equations of C,D
at P .
Proposition 7.1.10. If C and D are curves on X having no common
irreducible component, then

(C ·D) =
∑

P∈C∩D
(C ·D)P .

Proof. Let L be the invertible sheaf on X corresponding to the divisor
D on X. We have the following exact sequence

0 L (−D)⊗OX
OC OC OC∩D 0

where we consider C ∩ D as a scheme. The scheme has support at the
points of C∩D and for any P ∈ C∩D its structure sheaf is the k-algebra
OX,P/ (f, g). Hence we have

dimk (Γ (X,OC∩D)) =
∑

P∈C∩D
(C ·D)P .

Moreover, the previous exact sequence tells us that χ (OC) = χ (OC∩D)+
χ (L ⊗OX

OC), where χ is the Euler characteristic. Hence the expression∑
P∈C∩D

(C ·D)P only depends of the linear equivalence class of D and, by
symmetry, of the linear equivalence class of C. Consequently, replacing C
and D by differences of nonsingular curves, all transversal to each other,
we have that this sum is equal to the intersection number (C ·D) .
Definition 7.1.11. If D is any divisor on the surface X, we can define
the self-intersection number (D ·D), denoted by (D2).

Remark: We cannot use the previous Proposition in order to calculate
the self-intersection number of any divisor D on the surface X. To deter-
mine it, we have to use the fact this number only depends of the linear
equivalence class of D.

Recall that any divisor K in the linear equivalence class correspond-
ing to ωX = ∧2ΩX/k is called a canonical divisor on X. Then (K2), the
self-intersection number of the canonical divisor, is a number depending
only on X, since the self-intersection number of a divisor doesn’t depend
on the choice of a representative K.
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Proposition 7.1.12. If C is a nonsingular curve of genus g on the
surface X, and if K is the canonical divisor on X, then 2g − 2 =
(C · (C +K)).

Proof. We have ωC ' ωX ⊗ L (C) ⊗ OC . We see that the canonical
divisor on a curve of genus g has degree 2g−2 so deg (ωC) = 2g−2. Fur-
thermore, by the Lemma 7.1.7, we have that deg (ωX ⊗L (C)⊗ OC) =
(C · (C +K)).

Theorem 7.1.13 (Riemann-Roch). If D is any divisor on the surface
X, then

l (D)− s (D) + l (K −D) = 1
2 (D · (D +K)) + 1− pa,

where pa = pa (X) = χ (X) − 1 is the arithmetic genus of X, l (D) =
dimk (H0 (X,L (D))) = dim |D| + 1 and s (D) = dim (H1 (X,L (D)))
is the superabundance of D.

Proof. By the Serre Duality Theorem, we have that l (K −D) = dim (H0 (X,L (D)̌ ⊗ ωX)) =
dim (H2 (X,L (D))). So we can rewrite the left-hand side in the equality
of the theorem as

l (D)−s (D)+l (K −D) = dim
(
H0 (X,L (D))

)
−dim

(
H1 (X,L (D))

)
+dim

(
H2 (X,L (D))

)
.

Hence we have to show that

χ (L (D)) = 1
2 (D · (D −K)) + 1 + pa.

First notice that both sides only depend of the linear equivalence class of
D. Hence we can write D ∼ C − E where C and E are two nonsingular
curves. So we have the following exact sequences

0 L (−C) OX OC 0,

0 L (−E) OX OE 0.

Tensoring these exact sequences by L (C), we obtain the exact sequences

0 L (C − C) ' OX L (C) L (C)⊗OX
OC 0,

0 L (C − E) L (C) L (C)⊗OX
OE 0.

Consequently, taking the Euler characteristic in these exact sequences,
we obtain that

χ (L (C − E)) = χ (OX) + χ (L (C)⊗OX
OC)− χ (L (C)⊗OX

OE) .

Let us explain the terms of the right-hand side. By definition of the
arithmetic genus of a variety, we have χ (OX) = pa − 1. Since C is a
nonsingular curve we have χ (L (C)⊗OX

OC) = degC (L (D)⊗OX
OC)+

1−gC by the Riemann-Roch theorem for the curves and so, applying the
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Lemma 7.1.7 we obtain χ (L (C)⊗OX
OC) = C2 + 1− gC . By a similar

reasonment, we have χ (L (C)⊗OX
OE) = C.E + 1 − pE. Then the

previous Proposition gives us

gC = 1
2 (C · (C +K)) + 1, gE = 1

2 (E · (E +K)) + 1.

Finally, we obtain

χ (D) = χ (L (C − E)) = 1
2 ((C − E) · (C − E −K))+1+pa = 1

2 (D · (D −K))+1+pa.

Theorem 7.1.14 ( The Nakai-Moishezon Criterion). A divisor D on
the surface X is ample if and only if D2 > 0 and (D · C) > 0 for all
irreducible curves C in X.

7.2 Albanese variety
Definition 7.2.1. Let S be a scheme. A group scheme over S is an
S-scheme G endowed with the following morphisms of S-schemes

· (multiplication) m : G×S G −→ G

· (unit section) ε : S −→ G

· (inverse) inv : G −→ G

such that we have the following commutative diagrams

(associativity)
G×S G×S G G×S G

G×S G G

m×IdG

IdG×m m

m

,

(right-identity)
G = G×S S G×S G

G

IdG×ε

IdG m ,

(right-inverse)
G G×S G G×S G

S G

∆G/S IdG×inv

m

ε

.

Definition 7.2.2. A group scheme G over a field k is called an algebraic
group over k if G is moreover of finite type over k.

Definition 7.2.3. Let k be a field. An Abelian variety over k is defined
to be an algebraic group that is geometrically integral and proper over k.
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Definition 7.2.4. Let X be a nonsingular projective variety and let x0 ∈
X be a fixed closed point. A pair (A,α) consisting of an Abelian variety
A and a morphism α : X −→ A such that α (x0) = 0A (the zero element
of A), is called the Albanese variety of the variety X if it verifies the
following universal property:
for every morphism f : X −→ B such that B is an Abelian variety and
f (x0) = 0, there exists a unique homomorphism g : A −→ B of Abelian
varieties such that the following diagram

X B

A

f

α g

commutes.

Theorem 7.2.5. If X is a nonsingular projective variety, then the Al-
banese variety (Alb (X) , α) exists, is unique up to an unique isomor-
phism, and Alb (X) coincides with the dual of the Picard variety P (X).
In particular, if X is a surface, then the dimension of the variety Alb (X)
is equal to dim (P (X)), and therefore dim (Alb (X)) ≤ q, where q =
dim (H1 (X,OX)), and the egality holds if pg = 0.

7.3 Blowing-up and monoidal transformations
Definition 7.3.1. Let X = Spec (A) be an affine noetherian scheme.
Let I be an ideal of A. We consider the graded A-algebra Ã = ⊕

n≥0
In

where I0 := A. Let f1,· · · ,fn be a system of generators of I and let
ti ∈ I = Ã1 denote the element fi considered as a homogeneous element
of degree 1.We have a surjective homomorphism of graded A-algebras φ :
A [T1, · · · , Tn] −→ Ã defined by φ (Ti) = ti. Hence Ã is a homogeneous
A-algebra. We let X̃ = Proj

(
Ã
)
, and the canonical morphism X̃ → X

is called the blowing-up of X with center, or along, V (I).

Proposition 7.3.2. Let A be a noetherian ring and let I be an ideal of
A.

a) If I is generated by a regular element, then Ã ' A [T ], that is
Proj

(
Ã
)
→ Spec (A) is an isomorphism.

b) Proj
(
Ã
)

= ∅ if and only if I is nilpotent.

c) The ring Ã is integral, resp reduced, if and only if A is integral,
resp reduced.

d) Let B be a flat A-algebra, and let B̃ be the graded B-algebra as-
sociated to the ideal IB. Then we have a canonical isomorphism
B̃ ' B ⊗A Ã.

e) Let Si = Ti/T1 ∈ O (D+ (T1)). Then (Ker (φ))(T1) is equal to

J1 =
{
P (S) ∈ A [S2, · · · , Sn] , ∃ d ≥ 0 fd1P ∈ (f1S2 − f2, · · · , f1Sn − fn)

}
,
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and we can identify Ã(t1) with the sub-A-algebra of Af1 generated
by the elements fi/f1, 2 ≤ i ≤ n.

Proof. a) Let f be a generator of I, and let φ : A [T ] −→ Ã defined
by φ (T ) = t where t denote the element T considered as an homo-
geneous element. Then φ is well-defined and is an isomorphism.

b) With the notations of the previous Definition, we have Proj
(
Ã
)

= ∅
if and only if the ti are nilpotents. Since ti denote the element fi
considered as an homogeneous element, Proj

(
Ã
)

= ∅ if and only if
the Ti are nilpotents, and so if and only if I is nilpotent.

c) Assume that A is integral. Let a,b ∈ Ã be such that ab = 0 and that
a 6= 0. Let an,bm ∈ A be their respective homogeneous components
of highest degree. Then anbm = 0 and so bm = 0. Consequently,
b = 0 and Ã is integral. Conversely, if Ã is integral, then A is
also integral since it is a subring of Ã. We show the assertion for
reduced rings with the same way.

d) We have a canonical isomorphism B⊗A I ' IB. Moreover we have

B ⊗A Id ' (IB)d. Hence B̃ ' ⊕
n≥0

(B ⊗A In) ' B ⊗A
(⊕
n≥0

In
)
'

B ⊗A Ã.

e) Let P (S) ∈ A [S2, · · · , Sn]. After successive Euclidean divisions,
we obtain

fd1P (S) =
∑

2≤i≤n
Qi (S) (f1Si − fi) + a, a ∈ A.

Assume that P ∈ (Ker (φ))(T1). Then the image of a in Ã(t1) is zero,
so there exists r ≥ 0 such that atr1 = 0. Hence af r1 = 0. Replacing
d by d+ r, we can assume that a = 0. Hence (Ker (φ))(T1) ⊆ J1.
Conversely, let P ∈ J1. Then fd1P ∈ (f1S2 − f2, · · · , f1Sn − fn) for
some d ≥ 0. Let Q be a homogeneous polynomial of degree r such
that P (S) = Q (T ) /T r1 . Then fd1Tm1 Q (T ) ∈ (f1S2 − f2, · · · , f1Sn − fn)
for somem ≥ 0. Hence fd1 tm1 Q (t) = 0, which implies that td+m

1 Q (t) =
0. Since P (S) =

(
Q (T )T d+m

1

)
/
(
T d+m+r

1

)
we have J1 ⊆ (Ker (φ))(T1).

Let us consider theA-algebra homomorphism ψ : A [S2, · · · , Sn] −→
Af1 , which sends Si to fi/f1. Then we have Ker (ψ) = J1. There-
fore we can identify Ã(t1) with its image in Af1 .

Definition 7.3.3. Let X be a scheme. A graded OX-algebra B is a quasi-
coherent sheaf of OX-algebras with a grading B = ⊕

n≥0
Bn, where the Bn

are quasi-coherent sub-OX-modules. We say that B is a homogeneous
graded OX-algebra if, moreover B1 is finitely generated, and if (B1)n =
Bn for every n ≥ 1. For any affine open subset U of X, B (U) is then
a homogeneous OX (U)-algebra.

Lemma 7.3.4. Let X be a scheme and B a graded OX-algebra. Then
there exists a unique X-scheme f : Proj (B) −→ X such that for any
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affine open subscheme U of X, we have an isomorphism of U-schemes
hU : f−1 (U) ' Proj (B (U)) that is compatible with the restriction to
any affine open subscheme V ⊆ U .
Definition 7.3.5. Let I be a coherent sheaf of ideals on a locally noethe-

rian scheme X. The X-scheme Proj
(⊕
n≥0

I n

)
→ X is called the blowing-

up of X with center, or along, V (I ). This scheme depends on the closed

subscheme structure of V (I ). We will denote the scheme Proj
(⊕
n≥0

I n

)
by X̃.
Let π : Y −→ X be a morphism of schemes, and let I be a quasi-
coherent sheaf of ideals on X. We have a canonical homomorphism
π∗I → π∗OX = OY . Then the image of π∗I in OY is a quasi-coherent
sheaf of ideals on Y . We denote it (π−1I ) OY , or abusively I OY .
Proposition 7.3.6. Let X be a locally noetherian scheme, and let I be
a quasi-coherent sheaf of ideals on X. Let π : X̃ −→ X be the blowing-up
of X with center V (I ).

a) The morphism π is an isomorphism if and only if I is an invertible
sheaf on X.

b) The morphism π is proper.

c) Let Z → X be a flat morphism with Z locally noetherian. Let Z̃ →
Z be the blowing up of Z with center I OZ. Then Z̃ ' X̃ ×X Z.

d) The morphism π induces an isomorphism π−1 (X \ V (I ))→ X \
V (I ). If X is integral and if I 6= 0, then X̃ is integral, and π is
a birational morphism.

Proof. a) If I is invertible, then by Proposition 7.3.2 a), π is an
isomorphism. The converse follows from the e) of the same Propo-
sition.

b) If X is affine, then π is projective by construction, and so is proper
since projective morphisms are proper morphisms. Hence π is a
proper morphism.

c) It is a consequence of Proposition 7.3.2 d).

d) Let U = X \ V (I ). Then I |U = OU . So, applying a) and c) to
the flat morphism U → X, π−1 (U)→ U is an isomorphism.

Proposition 7.3.7. Let f : W −→ X be a morphism of locally noethe-
rian schemes. Let I be a quasi-coherent sheaf of ideals on X, and
J = (f−1I ) OW . Let π : X̃ −→ X and ρ : W̃ −→ W denote the
blowing-ups of X and of W with respective centers I and J . Then
there exists a unique morphism f̃ : W̃ −→ X̃ which makes the following
diagram commutative:

W̃ X̃

W X

f̃

ρ π

f
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Corollary 7.3.8. Let π : X̃ −→ X be the blowing-up with center I of
a locally noetherian scheme. This morphism has the following universal
property: for any morphism f : W −→ X such that (f−1I ) OW is an
invertible sheaf of ideals onW , there exists a unique morphism g : W −→
X̃ making the following diagram commutative :

W X̃

X

f

g

π

Corollary 7.3.9. With the hypothesis of Proposition 7.3.7. Let us sup-
pose that W → X is a closed immersion and that the image of W is not
contained in the center V (I ). Then the morphism W̃ → X̃ is also a
closed immersion.

Definition 7.3.10. Let X be a locally noetherian scheme and π : X̃ −→
X the blowing-up of X along a closed subscheme V (I ). Let W be a
closed subscheme of X not contained in the center V (I ). We call the
closed subscheme W̃ ⊆ X̃ the strict transform of W .

Definition 7.3.11. Let X be a surface over k. We define a monoidal
transformation of X with center P , and denote it by π : X̃ −→ X the
blowing-up of X along a closed point P .

Proposition 7.3.12. Let X be a surface, P be a point of X and let
π : X̃ −→ X be the monoidal transformation of X with center P . Let E
be the inverse image of P . The natural maps π∗ : Pic (X) −→ Pic

(
X̃
)

and Z → Pic
(
X̃
)
defined by 1 → 1 · E give rise to an isomorphism

Pic
(
X̃
)
' Pic (X) ⊕ Z and the intersection theory on X̃ is determined

by the rules:

a) If C,D ∈ Pic (X), then ((π∗C) · (π∗D)) = (C ·D),

b) If C ∈ Pic (X), then ((π∗C) · E) = 0,

c) (E2) = −1.

Proposition 7.3.13. We have π∗OX̃ = OX , and H i (X,OX) ' H i
(
X̃,OX̃

)
for all i ≥ 0.

Corollary 7.3.14. Let π : X̃ −→ X be a monoidal transformation.
Then pa (X) = pa

(
X̃
)
.

Proof. We have pa (X) = dim (H2 (X,OX))−dim (H1 (X,OX)) = dim
(
H2

(
X̃,OX̃

))
−

dim
(
H1

(
X̃,OX̃

))
= pa

(
X̃
)
.

Proposition 7.3.15. Let C be an effective divisor on X, and let P
be a point of multiplicity r on C, and let π : X̃ −→ X be the monoidal
transformation with center P . Then π∗C = C̃+rE where E is the inverse
image of P and we have

(
C̃ · E

)
= r and pa

(
C̃
)

= pa (C)− r (r − 1) /2.
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Definition 7.3.16. Let X and Y be varieties and let T : X 99K Y a
birational map from X to Y . There is a largest open subset U ⊆ X such
that T is represented by a morphism φ : U −→ Y . We say that T is de-
fined at the points of U and we call the points of X \ U the fundamental
points of T .

Definition 7.3.17. Let T : X 99K Y be a birational map between the
surfaces X and Y . Let S = Spec (k). Let Z ⊂ X ×S Y be the graph of
T , and p1 : Z −→ X, p2 : Z −→ Y the projections. For any closed point
x ∈ X, we call the closed subset p2

(
p−1

1 (x)
)
of Y the total transform of

x by T . If T is defined at x, then the total transform of x is none other
than the point T (x). In the general case, we still let T (x) denote the
total transform of x by T .

Lemma 7.3.18. If T : X 99K Y is a birational transformation of pro-
jective varieties, and if X is normal, then the fundamental points of T
form a closed subset of codimension at least 2.

Proof. If P ∈ X is a point of codimension 1, then OX,P is a discrete
valuation ring. Since T is defined at the generic point of X, and Y
is projective, hence proper, it follows from the Valuative Criterion of
Properness that T is also defined at P .

Corollary 7.3.19. Let X be a surface and let π : X̃ −→ X be the
monoidal transformation with center P . Then π is defined everywhere
and its inverse π−1 is a birational transformation having P as a funda-
mental point.

Theorem 7.3.20 (Zariski’s Main Theorem). Let T : X 99K Y be a
birational transformation of projective varieties, and assume that X is
normal. If P is a fundamental point of T , then the total transform T (P )
is connected and of dimension at least 1.

Definition 7.3.21. Let X be a surface and S = Spec (k). A prime
divisor E on X is called an exceptional divisor if there exists a surface
Y over k and a morphism f : X −→ Y of S-schemes such that f (E) is
reduced to a point, and that f : X \E −→ Y \ f (E) is an isomorphism.

Proposition 7.3.22. Let f : X ′ −→ X be a birational morphism of
surfaces. Let P be a fundamental point of f−1. Then f factors through
the monoidal transformation π : X̃ −→ X with center P .

Proof. Let T be the birational transformation of X ′ to X̃ defined as
π−1 ◦ f . Let us show by contradiction that T is a morphism. Assume
that it is not. Then it has a fundamental closed point P ′. So we have
f (P ′) = P and, by the Zariski’s Main Theorem, T (P ′) has dimension at
least 1 in X̃. Thus T (P ′) must be the exceptional divisor E of π. On the
other hand, by Lemma 7.3.18, T−1 is defined at all except finitely many
points of X̃, so we can find a closed point Q ∈ E where T−1 is defined.
Hence we have T−1 (Q) = P ′. We choose local coordinates x,y at P on
X. Then there is an open neighborhood V of P such that π−1 (V ) is
defined by the equation ty−ux in P1

V . By a linear change of variables in
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x,y and t,u, we may assume that Q is the point with local coordinates
t = 0, u = 1 in E. Then t,y form local coordinates at Q on X̃ and
the local equation of E is y = 0 and x = ty. Since P is a fundamental
point of f−1, the Zariski’s Main Theorem tells us that we have f−1 (P )
connected of dimension at least 1. So there is an irreducible curve C in
f−1 (P ) containing P ′. Let z = 0 be a local equation for C at P ′. Let us
consider OP , OP ′ and OQ as subrings of K = K (X) ' K (X ′). f−1 (P )
is defined by the equations x = y = 0 so the images of x,y, in OP ′ are
in the ideal generated by z, hence we can write x = az and y = bz for
a,b ∈ OP ′ . Since OQ dominates OP ′ and t,y are local coordinates at Q,
so y /∈ m2

Q, and we have y /∈ m2
P ′ in OP ′ . Consequently, b is a unit in OP ′

and we get that t = x/y = a/b is in the local ring OP ′ . Since t ∈ mQ, we
need to have t ∈ mP ′ . But T (P ′) = E so for any s ∈ mP ′ the image of
s in OQ must be contained in the ideal generated by y because y is the
local equation for E. In particular, taking s = t, we obtain that t ∈ (y),
which contradicts the fact that t and y are local coordinates at Q. Hence
T is a morphism.

Corollary 7.3.23. Let f : X ′ −→ X be a birational morphism of sur-
faces. Let n (f) be the number of irreducible curves C ′ ⊆ X such that
f (C ′) is a point. Then n (f) is finite and f can be factored into a com-
position of exactly n (f) monoidal transformations.

Proof. If f (C ′) is a point P , then P is a fundamental point of f−1. By
Lemma 7.3.18, the fundamental points of f−1 form a finite set, and for
each one, its inverse image f−1 (P ) is a closed subset of X ′, having only
finitely many irreducible components. So the set of curves C ′ which
are mapped to a point is finite. Now let P be a fundamental point of
f−1. Then by the previous Proposition f factors through the monoidal
transformation π : X̃ −→ X with center P , that is f = π ◦ f1 for
some morphism f1 : X ′ −→ X̃. Let us show that n (f1) = n (f) − 1.
Indeed, if f1 (C ′) is a point, then certainly f (C ′) is a point. Conversely,
if f (C ′) is a point, then either f1 (C ′) is a point, or f1 (C ′) = E, the
exceptional curve of π. Furthermore, since f−1

1 is a morphism except at
finitely many points, there is a unique irreducible curve E ′ in X ′ with
f1 (E ′) = E. Thus n (f1) = n (f)− 1.

Theorem 7.3.24. Let T : X 99K X ′ be a birational transformation of
surfaces. Then it is possible to factor T into a finite sequence of monoidal
transformations and their inverses.

Proof. By the previous Corollary, it will be sufficient to show that there is
a surface X ′′ and birational morphisms f : X ′′ −→ X and g : X ′′ −→ X ′

such that T = g ◦ f−1. Let us construct X ′′. Let H ′ be a very ample on
X ′ and let C ′ be an irreducible nonsingular curve in the linear system
|2H ′|, which does not pass through any of the fundamental points of
T−1. In other words, C ′ is entirely contained in the largest open set
U ′ ⊆ X ′ on which T−1 is represented by a morphism φ : U ′ −→ X. Let
C = φ (C ′) be the image of C ′ by φ in X. We define an integer m by
m (C) = pa (C)− pa (C ′). Since we have a finite birational morphism of
C ′ to C, we see that m ≥ 0, and m = 0 if and only if C ′ is isomorphic
to C. Note also that if we replace C ′ by a linearly equivalent curve
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C ′1, also missing the fundamental points of T−1, then C1 = φ (C ′1) is
linearly equivalent to C. In fact, if C ′ − C ′1 = (f) for some rational
function f on X, then C − C1 = (f) on X. Since the arithmetic genus
of a curve depends only on T and H ′, and not on the particular curve
C ′ ∈ |2H ′| chosen. Now fix C ′ temporarily. If m > 0, then C must be
singular. Let P be a singular point of C, and let π : X̃ −→ X be the
monoidal transformation with center P , and let C̃ be the strict transform
of C. Then pa

(
C̃
)
< pa (C). Thus if T̃ = T ◦ π then m

(
T̃
)
< m (T ).

Continuing in this fashion, we have a morphism f : X ′′ −→ X, obtained
by a finite number of monoidal transformations, such that if T ′ = T ◦ f
then m

(
T̃
)
< m (T ). Now we’re going to prove by contradiction that

T ′ is a morphism. Assume that T ′ is not a morphism. Then T ′ has a
fundamental point P . So, by the Zariski’s Main Theorem, T ′ (P ) contains
an irreducible curve E ′ ⊆ X ′. Since H ′ is very ample, (E ′ ·H ′) > 0 and
so (C ′ · E ′) ≥ 2 for any C ′ ∈ |2H ′|. Let C ′ such that C ′ doesn’t contain
any fundamental point of T ′−1 and C ′ meets E ′ transversally. Then C ′
meets E ′ in at least two distinct points, so the corresponding curve C
in X ′′ has at least a double point at P , which contradicts the fact that
m (T ′) = 0. Hence T ′ is a morphism ofX ′′ toX ′ so the previous Corollary
completes the proof.

Corollary 7.3.25. The arithmetic genus of a nonsingular projective sur-
face is a birational invariant.

Proof. The arithmetic genus of a nonsingular projective surface is invari-
ant by a monoidal transformation hence the result follows from the last
Theorem.

Proposition 7.3.26. Let X be a surface over k. Let K be a canonical
divisor on X and E ⊂ Xs a vertical prime divisor on X. Then the divisor
E is exceptional if and only if (K · E) < 0 and (E2) < 0.

Definition 7.3.27. We say that a surface is relatively minimal if every
birational morphism is an isomorphism.

Theorem 7.3.28 (Contraction Criterion of Castelnuovo-Enriques). If Y
is a curve on a surface, with Y ' P1 and (Y 2) = −1, then there exists a
morphism f : X −→ X0 to a surface X0, and a point P ∈ X0 such that
X is isomorphic via f to the monoidal transformation of X0 with center
P , and Y is the exceptional divisor.

Proposition 7.3.29. A surface X is relatively minimal if and only if X
does not contain any exceptional divisor.

Proof. If X is relatively minimal then every birational morphism is an
isomorphism. According to Corollary 7.3.23, we can factor every bira-
tional morphism into a finite sequence of monoidal transformations. By
the Castelnuovo-Enriques Contraction Criterion, this is possible only ifX
contains a curve Y such that Y ' P1 and (Y 2) = −1. Therefore, X does
not contains any exceptional divisor. Conversely, if X does not contains
any exceptional divisor, then it is clear that X is relatively minimal.
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Proposition 7.3.30. Let X be a surface over an algebraically closed field
k. There exists a group homomorphism c : Pic (X) −→ H1 (X,ΩX) such
that we have a nondegenerate bilinear map B : H1 (X,Ω)×H1 (X,Ω) −→
k defined by, for any two divisors C and D on X, B (c (C) , c (D)) =
(C ·D) · 1.

Theorem 7.3.31. Every surface admits a birational morphism to a rel-
atively minimal surface.

Proof. Let X be a surface. If X is relatively minimal, then there is noth-
ing to do. If not, then let E be an exceptional divisor on X. By the
Contraction Criterion of Castelnuovo-Enriques, there exists a morphism
X → X1 contracting E. We continue in this manner, contracting ex-
ceptional divisors, whenever one exists. Hence we obtain a sequence of
birational morphisms

X0 = X → X1 → · · · → Xn → . . . .

We must show that the sequence is necessarily finite. Suppose that we
have a sequence of n contractions

X = X0 → · · · → Xn

as above. For each i = 1, . . . , n, let us denote E ′i ⊆ Xi−1 be the excep-
tional curve of the contraction Xi−1 → Xi. Let Ei be its total transform
on X. With the notations of the previous Proposition, let us denote
ei = c (Ei). Then we have B (ei, ei) = (E2

i ) = −1 and B (ei, ej) = 0 for
i 6= j. Then e1, . . . , en are linearly independant elements of the vector
space H1 (X,ΩX). Hence we have n ≤ dim (H1 (X,ΩX)). Since it is
a finite dimensional vector space, n is bounded, and so the contraction
process must terminate.

7.4 Castelnuovo’s theorem
Definition 7.4.1. If X is a projective nonsingular surface, then we de-
fine q = q (X) the irregularity genus of X by q = pg (X)− pa (X).

Remark: IfX is a projective nonsingular surface, then we have pg (X) =
dim (H2 (X,OX)) and pa (X) = dim (H2 (X,OX))−dimH1 (H1 (X,OX))
so q = dim (H1 (X,OX)).

Definition 7.4.2. Let X be a nonsingular projective variety and let L
be an invertible OX-module. To Lwe can associate the graded k-algebra
Γ∗ (L ) =

∞⊕
n=0

H0 (X,L n), where the homogeneous part of degree n is
H0 (X,L n) and the product of s ∈ H0 (X,L n) and s′ ∈ H0 (X,L m)
is given by s · s′ = s ⊗ s′ ∈ H0 (X,L n+m). Since Γ∗ (L ) is an integral
domain and contains k, we can define the transcendance degree λ (L ) of
Γ∗ (L ) over k.

Definition 7.4.3. If X is a nonsingular projective variety of dimension
d ≥ 1, then the ring Γ∗ (ωX) is called the canonical ring of X and will be
denoted by R (X).
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Definition 7.4.4. The number κ (X) = λ (ωX) − 1 if λ (ωX) > 0, resp
κ (X) = −∞ if λ (ωX) = 0, is called the canonical dimension of X, or
the Kodaira dimension of X and pn = pn (X) = dim (H0 (X,ωnX)), for
n ≥ 1, is called the n-plurigenus of X.

Proposition 7.4.5. If X and Y are two surfaces and u : X −→ Y is
a birational map, then u induces an isomorphism of graded k-algebras
u∗ : R (Y ) −→ R (X). In particular, for each n ≥ 1, the genus pn is a
birational numerical invariant.

Proposition 7.4.6. If X is a relatively minimal surface, then the fol-
lowing conditions are equivalent:

a) There exists an integral curve C on X such that (K · C) < 0,

b) Adjunction terminates on X, that is for every divisor D ∈ Div (X)
there exists an integer nD such that |D + nK| = ∅ for all n ≥ nD,

c) κ (X) = −∞, that is pn = 0 for all n ≥ 1,

d) p12 = 0.

Proposition 7.4.7. Let X be a surface, x1, . . . , xn n distinct closed
points on X, and D ∈ Div (X) a divisor such that dim |D| ≥ 3n. Then
there exists an effective divisor D′ ∈ |D| such that every xi is on D′ and
is a multiple point of D′.

Lemma 7.4.8. If X is a relatively minimal surface with κ (X) = −∞,
then there exists a hyperplane section H on X such that (K ·H) < 0.

Proof. Since we have κ (X) = −∞, Proposition 7.4.6 assures the exis-
tence of an integral curve C on X, such that (K · C) < 0. As X is
relatively minimal, we have (C2) ≥ 0, otherwise X would have an excep-
tional divisor C. Let H1 be a hyperplane section on X. For every n ≥ 0,
we have

(nC +H1)2 = n2
(
C2
)

+ 2n (C ·H1) +
(
H2

1

)
≥
(
H2

1

)
> 0,

and (nC +H1 ·D) = n (C ·D) + (H1 ·D) ≥ (H1 ·D) > 0 for every
integral curve D on X. So, by the Nakai-Moishezon Criterion, the divisor
D = nC + H1 is ample. Furthermore we have (K ·D) = n (K · C) +
(K ·H1) < 0 for all n enough large.

Proposition 7.4.9. Let X be a relatively minimal surface with κ (X) =
−∞ and (K2) ≤ 0. Then for every n ≥ 0 there exists a divisor D ∈
Div (X) such that |K +D| = ∅, (D ·K) < 0 and dim |D| ≥ n.

Proof. By the previous Lemma, there is a hyperplane section H on X
such that (K ·H) ≤ −2n − 2q. Since κ (X) = −∞, adjunction on X
terminates. Then there exists m ≥ 0 such that |H + mK| 6= ∅ and
|H + (m+ 1)K| = ∅. Let D′ ∈ |H + mK|. If D′ = 0 then H ∼ −mK
and therefore (H2) = m2 (K2) ≤ 0, which is a contradiction, therefore
we have D′ � 0. Let D consists of the components E of D′ such that
(K · E) < 0, and D′′ consists of the components E of D′ such that
(K · E) ≥ 0. By construction, we have |K + D| ⊆ |K + D′| = |H +
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(m+ 1)K| = ∅. Since |K − D| ⊆ |K| = ∅, we have, by the Riemann-
Roch Theorem:

dim |D| ≥
(
D2
)
/2− (D ·K) /2− q

≥
(
D2
)
/2− (D ·K) /2− (D′′ ·K) /2− q

=
(
D2
)
/2− (D′ ·K) /2− q

=
(
D2
)
/2− (H ·K) /2−m

(
K2
)
/2− q

≥ − (H ·K) /2− q
≥ (n+ q)− q = n.

Since D � 0, we have (K ·D) < 0. Also, |K + D| ⊆ |K + D′| =
|H + (m+ 1)K| = ∅, that ends the proof.

Proposition 7.4.10. Let X be a relatively minimal surface and let D =
r∑
i=1

niEi be an effective divisor on X such that |K+D| = ∅, where ni ≥ 1
for all i and the Ei are mutually distinct integral curves on X. Then
every Ei is a nonsingular curve and

r∑
i=1

pa (Ei) ≤ q.

Proposition 7.4.11. Let X be a relatively minimal surface with q = 0,
and let E be a rational curve on X such that (K · E) < 0 and |K+E| = ∅.
Then X is either a geometrically ruled surface over P1 or isomorphic to
P2. Furthermore, in the geometrically ruled case the ruling is given by
a morphism φ|C| for a (nonsingular) rational curve C on X such that
(K · C) < 0 and |K + C| = ∅.

Proof. By hypothesis X is a relatively minimal surface and we have
(K · E) < 0 so (E2) ≥ 0. Let us denote E the set

E :=
{(
C2
)
, C is an integral rational curve with

(
C2
)
≥ 0 and |K + C| = ∅

}
,

and let a = min (E ). Let C the set of all rational curves C with (C2) = a
and |K + C| = ∅. Let H be a hyperplane section on X. We put b =
min {(C ·H) , C ∈ C }. We fix a curve C ∈ C with (C ·H) = b. Let
us prove that every element of |C| is a nonsingular rational curve. Let
D =

r∑
i=1

niEi ∈ |C|, with ni ≥ 1 and Ei mutually distinct integral curves
on X. Since (K ·D) = (K · C) < 0, then we have (K · Ei) < 0 for at
least one i. We fix a such index i. Since X is relatively minimal and
(K · Ei) ≥ 0. Since |K + D| = |K + C| = ∅, Proposition 7.4.10 implies
that Ei is a nonsingular curve and |K + Ei| = ∅. Therefore (E2

i ) ≥ a,
since a = min (E ). Moreover, we have a = (D2) =

r∑
j=1

nj (C · Ej). We

claim that (C · Ej) ≥ 0 for any 1 ≤ j ≤ r. Indeed C and Ej have no
common irreducible component, otherwise we would have C = E1 and so
(n1 − 1)C +

r∑
j=2

njEj ∼ 0 hence we have r = 1 and D = E1 = C because
nj ≥ 1 for 1 ≤ j ≤ r. Applying this to the previous inequality, we obtain
that a ≥ ni (C · Ei). Then we have that a ≥ ni

r∑
h=1

nh (Eh · Ei) ≥ n2
i (E2

i ).
Since ni ≥ 1, we deduce that a ≥ (E2

i ), hence a = (E2
i ) by definition
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of a. Consequently Ei ∈ C . From that, we have by definition of b,
(H · Ei) ≥ b = (H · C) =

r∑
h=1

nh (H · Eh). As (H · Eh) > 0 for all h, we
get r = 1 and ni = 1. So, by Proposition 7.4.10, we have pa (Ei) = 0
so Ei is rational. We have D = Ei and Ei is a nonsingular rational
curve hence every D ∈ |C| is a nonsingular rational curve. In particular,
from Proposition 7.4.7, we have dim (|C|) ≤ 2. From the exact sequence
0 → OX → OX (C) → OX (C) ⊗ OC → 0 we get the cohomology exact
sequence

0 H0 (OX) H0 (OX (C)) H0 (OX (C)⊗ OC) H1 (OX) = 0.

Since degC (OX (C)⊗ OC) = (C2) and C ' P1, we have dim (H0 (OX (C)⊗ OC)) =
1 + (C2), and therefore dim (H0 (OX (C))) = 2 + (C2), or dim (|C|) =
1+(C2). Since dim (|C|) ≤ 2, we need (C2) = 0 or (C2) = 1. If (C2) = 0
then dim (|C|) = 1, hence the morphism φ|C| maps X to P1. The fibers
of this morphism are the elements of |C|, which are all nonsingular ra-
tional curves, so that X is a geometrically ruled surface with base P1. If
(C2) = 1, and so dim (|C|) = 2, let D be an arbitrary integral curve on
X, and let x ∈ D be a closed point. Since dim (|C|) = 2, there exists a
curve C ′ ∈ |C| such that x ∈ C ′. If C ′ = D, then (C ·D) = (C · C ′) =
(C2) = 1 > 0. If C ′ 6= D then also (C ·D) = (C ′ ·D) > 0. Therefore
the morphism φ|C| : X −→ P

(
H0 (OX (C))

)̌
' P2 is a finite surjective

morphism. Since C is the inverse image by φ|C| of a straight line in P2

and (C2) = 1, φ|C| is an isomorphism.

Proposition 7.4.12. Let X be a relatively minimal surface with p2 =
q = 0. Then κ (X) = −∞. If in addition (K2) ≤ 0, then there exists a
nonsingular rational curve C on X with (K · C) < 0 and |K + C| = ∅;
in particular in this case, the surface X is rational.

Proof. First we’re going to prove that if (K2) < 0 then κ (X) = −∞.
By contradiction, assume that there exists D ∈ |nK| with n ≥ 1. Then
(K ·D) = n (K2) < 0. Then we have an integral curve D on X such that
(K · C) < 0. Hence by the Proposition 7.4.6, we have that κ (X) = −∞
which is a contradiction.
Now assume that p2 = q = 0 and (K2) ≥ 0. Applying the Riemann-Roch
Theorem to the divisor 2K on X, we obtain the inequality

dim (|2K|) + dim (| −K|) ≥
(
K2
)
− 1.

Since p2 = 0 = dim (H0 (X,ω2
X)), we obtain l (2K) = dim (H0 (X,L (2K))) =

0, hence dim (|2K|) = −1 and dim (| −K|) ≥ (K2) ≥ 0. Thus there ex-
ists an effective divisor D ∈ | −K|. Furthermore we cannot have D = 0
otherwise we would have K ∼ 0 and so pg = 1 which is a contradiction.
Therefore D � 0. Then for every divisor D′ ∈ Div (X) there exists an
integer nD′ ≥ 1 such that |D′ + nK| = |D′ − nD| = ∅ for all n ≥ nD′ .
Therefore, adjunction on X terminates, so that κ (X) = −∞ by the
Proposition 7.4.6. Finally, assume that (K2) ≤ 0. By the Proposition
7.4.9, there exists an effective divisor E on X such that (K · E) < 0 and
|K + E| = ∅. Then some irreducible component C of E still has the
properties (K · C) < 0 and |K+C| = ∅. Then we have pa (C) ≤ q = 0 so
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that C is a nonsingular rational curve. The last statement follows from
the Proposition 7.4.11.

Remark: The last Proposition proves the Castelnuovo’s Theorem in the
case (K2) ≤ 0.

Lemma 7.4.13. If X is a relatively minimal surface with p2 = q = 0,
(K2) > 0 and (K ·D) ≥ 0 for every effective divisor D on X such that
|K +D| = ∅, then

a) Pic (X) is generated by ωX = OX (K), and OX (−K) is ample. In
particular, X does not contain any nonsingular rational curves.

b) Every D ∈ | −K| is an integral curve with pa (D) = 1.

c) (K2) ≤ 5 and b2 ≥ 5.

Proof. To prove this Lemma, we will first prove that b) is true, then,
using b) we will prove a) and finally c).

b) Let us begin to prove b). Let D ∈ | − K|. To show that D
is an irreducible and reduced curve, we are going to proceed by
contradiction: assume that D is reducible. We have D > 0 and
(K ·D) = − (K2) < 0. Consequently, at least one component Ei
of D verifies (K · Ei) < 0. Hence we have |K + Ei| = ∅. Indeed, if
|K+Ei| 6= ∅ then we would have C ∈ |K+Ei| such that C � 0 and
so D −Ei + C ∼ −K −Ei +K +Ei = 0, which is a contradiction
since D − Ei + C � 0. So |K + C| = ∅. But by hypothesis we
would have (K +D) ≥ 0 so we have a contradiction. Hence D is
irreducible. The same argument shows that every D ∈ | − K| is
reduced. So every D ∈ | −K| is an integral curve. Moreover, for
every D ∈ | − K| we have 2pa (D) − 2 = (D · (D +K)), so using
the fact that D +K ∼ 0 we obtain that pa (D) = 1.

a) SinceX is a relatively minimal surface with p2 = q = 0, by Proposi-
tion 7.4.12, we have κ (X) = −∞, so, by Proposition 7.4.6, adjunc-
tion terminates on X. Let E be an effective divisor on X. Since
adjunction terminate on X, there exists an integer n ≥ 0 such
that |E + nK| 6= ∅, and |E + (n+ 1)K| = ∅. Let D = E + nK.
Then D is an effective divisor on X such that |D + K| = ∅. By
contradiction, assume that D > 0. Let x ∈ D be a point. Since
dim (| −K|) ≥ (K2) ≥ 1, there exists C ∈ | −K| passing through
x. Since C ∈ | −K|, b) tells us that C is an integral curve on X.
Then C cannot be one of the components of D, otherwise we would
have |K + C| ⊆ |K + D| and so |0| ⊆ ∅ which is absurd. Since
D and C meet at x, we have D ∩ C 6= ∅ and D and C have no
common irreducible component, hence (C ·D) = ] (C ∩D) > 0.
But it means that (K ·D) = (−C ·D) = − (C ·D) < 0, which
contradicts the fact that (K ·D) ≥ 0 for every effective divisor D
on X. So D is the zero divisor. Hence we have E ∼ −nK. Since
every divisor on X is the difference of two effective divisor on X,
that shows that Pic (X) is cyclic and generated by OX (K) = ωX .
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Moreover, if H is a hyperplane section on X, then H ∼ −nK with
n ≥ 0, and, if H � 0 then n > 0, so OX (−K) is ample.
It remains to show that X does not contain any nonsingular ra-
tional curves. Let C be an integral curve on X. Then we have
C ∼ −nK for some n > 0. Then we have

pa (C) = pa (−nK) = 1
2 (−nK · (−nK +K))+1 = 1

2n (n− 1)
(
K2
)
+1 ≥ 1.

Consequently, C is not a nonsingular rational curve.

c) By contradiction, assume that (K2) ≥ 6. Then dim (| −K|) ≥
(K2) ≥ 6. Let x and y be two distincts poins on X. Then there
exists C ∈ | −K| such that x and y are multiple points of C. We
have a contradiction since C is an integral curve and pa (C) = 1 by
b), and so C have at most one singular point. Hence (K2) ≤ 5.

Lemma 7.4.14. If k is an algebraically closed field of characteristic zero,
then there are no surfaces X with q = 0 satisfying conditions a) and c)
of Lemma 7.4.13.

Lemma 7.4.15. Let X be a surface with q = 0 and with properties
a), b) and c) in Lemma 7.4.13. Then there exists a nonsingular curve
D ∈ | −K|.

Lemma 7.4.16. Let X be a surface with q = 0 and with properties a),
b) and c) in Lemma 7.4.13. Then H2 (X,TX) = 0, where TX =

(
Ω1
X/k

)̌
is the sheaf associated to the tangent bundle of X.

Proposition 7.4.17. Let f : X −→ Y be a dominant morphism from an
irreducible nonsingular variety X of dimension at least 2 to an irreducible
curve Y , such that k (Y ) is algebraically closed in k (X). Then the fiber
f−1 (y) is geometrically integral, that means f−1 (y)k′ is integral over k′
for every field extension k′ of k, for all but a finite number of closed
points y ∈ Y .

Lemma 7.4.18. There are no surfaces X with q = 0 satisfying the
conditions a), b) and c) of Lemma 7.4.13.

Theorem 7.4.19 (Castelnuovo). Let X be a relatively minimal surface.
Then X is a rational surface if and only if q = p2 = 0.

Proof. Assume that p2 (X) = q (X) = 0. Let K be a canonical divisor
on X. If (K2) ≤ 0, then by Proposition 7.4.12, the surface X is rational.
Now assume that (K2) > 0. By Lemma 7.4.18, X doesn’t satisfy con-
ditions a), b) and c) of Lemma 7.4.13. Hence, there exists an effective
divisor D on X such that (K ·D) < 0 and |K + D| = ∅. So at least
one component Ei of D verify (K · Ei) < 0 and |K + Ei| = ∅. Then,
by Proposition 7.4.10 pa (Ei) ≤ q = 0 and Ei is a nonsingular rational
curve. Then, Proposition 7.4.11 tells us that X is rational. To prove
the converse, assume that X is rational. Since the n-th plurigenus, the
arithmetical genus and the geometric genus of a variety are birational
invariants, we have q (X) = p2 (X) = 0.
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Recall that a surface X is a unirational variety if there exists a separable
and dominant rational map φ : P2 −→ X.

Theorem 7.4.20. Every unirational surface is rational.

Proof. Since X is birational to a relatively minimal surface, we may
assume that X is relatively minimal. Let φ : P2 −→ X be a separa-
ble and dominant rational map. After a suitable number of quadratic
transformations of P2, we arrive at a separable, surjective regular mor-
phism ψ : Y −→ X, with Y a rational surface. For each n ≥ 1, the
separable morphism ψ induces an injective map ψ∗ : Γ (X,ωnY ) −→
Γ (Y, ωnY ) , and since pn (Y ) = 0 for all n ≥ 1 (because Y is a ratio-
nal surface), we have pn (X) = 0 for all n ≥ 1. On the other hand, if
αX : X −→ Alb (X) is the Albanese morphism of X, we have q (X) ≥
dim (Alb (X)). But Alb (X) is an abelian variety generated by αX (X) =
(αX ◦ ψ) (Y ) = (Alb (ψ) ◦ αY ) (Y ) = 0. Since pg (X) = 0, we get
q (X) = dim (Alb (X)) = 0. In particular, we have p2 (X) = q (X) = 0,
so by the Castelnuovo’s Theorem, X is rational.

This results still holds in any characteristic if k is not algebraically closed
but it becomes false in general if we remove the separable hypothesis, as
Zariski proved it.

8 Unirationality of cubic hypersurface in
dimension n ≥ 3

Let k be an algebraically closed field of characteristic zero. When it is not
confusing, we will denote by Pn = Pnk the projective space of dimension
n over a field k. In this section, we’re going to see that any smooth cubic
hypersurfaces X ⊂ Pn, with n ≥ 3 is unirational.

Definition 8.0.1. Let V be a finite-dimensional linear space over k
and W be a proper, nonzero linear subspace of V . Let us denote Λ =
P (V/W ). The canonical map V → V/W induces a closed embedding
P (V/W ) ↪→ P (V ). The inclusion W ↪→ V induces a map φ : P (V ) \
Λ −→ P (W ) which is called the linear projection with center Λ.

Proposition 8.0.2. Let V be a finite-dimensional linear space over k and
W be a proper, nonzero linear subspace of V . Let φ : P (V )\P (V/W ) −→
P (W ) be the linear projection with center P (V/W ). Let h : P̃ (V ) →
P (V ) the blow-up of P (V ) along P (V/W ) with exceptional divisor E.
Then there is a lift g : P̃ (V ) → P (W ) of φ which realizes P̃ (V ) as a
projective bundle over P (W ).

Definition 8.0.3. Let X and Y be two varieties over k. A morphism
of varieties f : X −→ Y is a quadric bundle if it can be decomposed as
a closed embedding i : X ↪→ Y × Pn followed by the canonical projection
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p : Y × Pn → Y , with n ≥ 2, that is, we have the following commutative
diagram

X Y × Pn Y,

f

i p

such that the fiber over each s ∈ S is a quadric in Pn+1
k(s) , smooth for

general s.
If n = 2 then we say that f is a conic bundle.
A rational map φ : X 99K Y is a rational quadric bundle if there are
open subsets U ⊆ X and V ⊆ Y such that φ corresponds to a morphism
U → V , which is a quadric bundle.

Proposition 8.0.4. Given a morphism

X Pn × Y

Y

f

as in the previous Definition, we have that f is a rational quadric bundle
if and only if the generic fiber

Xη Spec (K (Y ))

Spec (K (Y ))

f

is a smooth quadric. Moreover, if X is smooth then f is smooth.

Proposition 8.0.5. Let X and S be two varieties over k and φ : X 99K S
be a rational quadric bundle and Y ↪→ X a closed subvariety.

i) If S is rational and φ induces a birational map Y 99K S, then X is
rational.

ii) If Y is unirational and φ induces a dominant rational map Y 99K S,
then X is unirational.

Remark: When Y has the property that φ induces a dominant, gener-
ically finite rational map Y 99K S , one sometimes refers to Y as a
multi-section of φ.

Theorem 8.0.6. Let n ≥ 3 and let X ⊂ Pn be a smooth cubic hypersur-
face over k. If X contains a line, then X is unirational.

Proof. Assume that there is a line L ⊂ X. Let Λ ⊂ Pn be a linear
subspace of dimension (n− 2) such that L ∩ Λ = ∅. We consider the
projection map φ : Pn \ L −→ Λ. If π : P̃n −→ Pn is the blow-up of Pn
along L, with exceptional divisor E, then the rational map φ ◦π extends
as a morphism f : P̃n −→ Λ. Let X̃ denote the strict transform of X and
Y = E ∩ X̃. Then X̃ is the blow-up of the smooth variety X along L
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and Y is the exceptional divisor. So we have the following commutative
diagram:

Y X̃

E P̃n

L X

L Pn Λ

f
π

φ

Moreover, the morphism i = (f, π) : P̃n −→ Λ × Pn exhibits P̃n as
a projective subbundle over Λ. Then both X̃ and Y are smooth and
irreducible. Moreover, since Y is a projective bundle over Λ, we deduce
that it is rational. Let us consider now the restriction g : X̃ −→ Λ of
f . We claim that this is a rational conic bundle. For every Q ∈ Λ, the
map i embeds the fiber f−1 (Q) in Pn as the linear span 〈L,Q〉 of L and
Q. Moreover, f−1 (Q) ∩ E corresponds to L. Then we get an induced
isomorphism g−1 (Q) \ Y =

(
f−1 (Q) ∩ X̃

)
\ E ' (〈L,Q〉 ∩X) \ L. For

Q general, the intersection 〈L,Q〉 ∩X is not contained in L. Therefore,
it is a cubic hypersurface in 〈L,Q〉 ' P2. It contains L and we will
shortly show that for Q general, it contains it with multiplicity 1. On
the other hand, since X̃ is smooth and k is of characteristic zero, the
fiber g−1 (Q) is smooth, and so is connected since this is a smooth plane
curve. We thus conclude that for Q general, g−1 (Q) = g−1 (Q) \ Y ↪→
〈L,Q〉. Since X ∩ 〈L,Q〉 is a cubic curve containing the line L that is
also embedded in 〈L,Q〉 ' P2, we have g−1 (Q) ⊆ 〈L,Q〉 is a smooth
conic. This shows g : X̃ −→ Λ is a rational conic bundle. We now show
that for Q ∈ Λ general, L appears with multiplicity 1 in 〈L,Q〉 ∩ X.
We may choose coordinates on Pn such that L = (x2 = · · · = xn = 0)
and Λ = (x0 = x1 = 0). If f ∈ k [x0, · · · , xn] is an equation of X, then
f ∈ (x2, · · · , xn), hence we can write f =

n∑
i=2

xifi for some homogeneous
polynomials f2,· · · ,fn of degree 2. Let gi (x0, x1) = fi (x0, x1, 0, · · · , 0).
Such i with gi 6= 0 exists since L is not contained in the singular locus
of X. Given Q = (λ2, · · · , λn) ∈ Λ, we have coordinates a,b,c on 〈L,Q〉
such that L = (c = 0) and X ∩ 〈L,Q〉 is defined by

f (a, b, cλ2, · · · , cλn) = c ·
n∑
i=2

λifi (a, b, cλ1, · · · , cλn) .

If Q is general, then
n∑
i=2

λigi 6= 0, which implies that L appears with
multiplicity 1 in 〈L,Q〉. Finally, Y is a multi-section of g. Indeed, for Q
general, g−1 (Q) ∩ E is the intersection of the plane conic g−1 (Q) with
the line L, hence it consists of 2 points, by generic smoothness. Since
Y is rational, hence unirational, Proposition 8.0.5 allows us to conclude
that X̃ is unirational, and so is X.

Theorem 8.0.7 (Theorem on the Dimension of Fibres). Let f : X −→ Y
be a regular map between irreducible varieties. Suppose that f is surjective
and that dim (X) = n, dim (Y ) = m. Then m ≤ n, and
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i) dim (F ) ≥ n −m for any y ∈ Y and for any component F of the
fiber f−1 (y);

ii) There exists a nonempty open subset U ⊂ Y such that dim (f−1 (y)) =
n−m for y ∈ U .

Theorem 8.0.8. If X ⊂ P3 is a cubic hypersurface over k, then X
contains at least one line.

Proof. Idea of the proof : Consider G = G (2, 4) be the Grassmannian
parametrizing lines in P3 and P be the projective space parametrizing
cubic hypersurfaces of degree 3. Then P is isomorphic to P(3+3

3 )−1 = P19.
Next, consider M = {(X,L) ∈ P×G, L ⊂ X}. This is a closed subset
of P × G. Let us denote by p : M → P and q : M → G the projection
maps. We have the following result:
The fibers of q are projective subspaces of P, of codimension 4. In par-
ticular, M is irreducible, with dim (M) = 19.
Now p is a morphism between projective varieties of dimension 19. We
want to show that p is surjective. Since p is proper, hence closed, we only
need that it is dominant. If some fiber of p has dimension 0 then the
Theorem on the Dimension of Fibres tells us that dim (p (M)) = 19. The
fact p (M) ⊂ P19 and p (M) is irreducible will implies that p (M) = P19.
So it is enough to find such fiber of p. We claim that there exists such a
surface.

Corollary 8.0.9. Let n ≥ 3 and let X ⊂ Pn be a smooth cubic hyper-
surface over k. Then X is unirational.

Proof. Let Λ ⊂ Pn be a linear subspace of dimension 3 which is not
contained in X. Then X ∩ Λ is a cubic surface in Λ ' P3. Hence X ∩ Λ
contains a line, and so does X. Consequently, by Theorem 8.0.6, X is
unirational.
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