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Introduction

Exponential sums are certain arithmetically meaningful finite sums of roots of unity,
which are omnipresent in distinct parts of number theory. One of the first historical
examples, the Gauss sums, were introduced by C. F. Gauss to prove the quadratic
reciprocity law differently from the other proofs that he had already given before, which
were ingenious but not particularly illuminating, and they shed light upon the deep
connections that this theorem has with cyclotomy. Furthermore, they proved to be
an exceptionally useful tool in the study of similar problems, and they were fruitfully
used to derive generalisations such as the cubic and biquadratic reciprocity laws and
Eisenstein’s reciprocity law, to mention only a few. Their usefulness is not restricted
to this but is wide-ranging; for instance, they appear in the functional equations of the
Dirichlet L-series, and they can be used to compute or estimate in an elementary
way the number of solutions to some polynomial equations over finite fields.

Other interesting but more complicated exponential sums are the Kloosterman
sums, which first appeared in the coefficients of certain modular forms in a paper
by Poincaré, and can be considered as the discrete analogue of the Bessel function.
They are named after Kloosterman, however, because he was the one that proved the
first nontrivial bound for them, which he used to study the problem of representability
of integers by quadratic forms in four variables, having solved the problem in five and
more variables a few years earlier in his doctoral dissertation. Nevertheless, although
the bound he found was enough for his purposes, it was far from optimal.

When one has to deal with an exponential sum, the ideal situation would be to
be able to evaluate it explicitly, but this rarely occurs except in very particular cases.
Fortunately, it is in general enough for applications to find good upper bounds, and
different techniques have been developed to approach this problem. One of the most
successful ones is based on how deeply connected exponential sums are to curves over
finite fields. Indeed, finding an upper bound for an exponential sum is usually tanta-
mount to estimating the number of rational points on a certain curve, and this latter
problem can be studied with powerful tools from algebraic geometry.

v
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More precisely, if X is an algebraic curve defined over a finite field of q elements,
then the Hasse-Weil bound says that the number of rational points on X differs from
q by some quantity bounded by 2g√q, where g is the genus of X. This celebrated
result, first proved by Weil, is equivalent to a version of the Riemann hypothesis for
curves, which states that the zeros of a certain zeta function associated to the curve
all lie on the line Re(s) = 1

2 . Interestingly enough, a few years after Weil’s proof
was published the Russian mathematician Stepanov found a completely elementary
way of proving the Riemann hypothesis by a simple counting argument. His method
fundamentally consists in the following simple idea. If A is some finite subset of a field,
say, and you can find a nonzero polynomial vanishing with order ℓ at all points of A,
then the cardinality of A is trivially bounded by the degree of the polynomial over ℓ.
It turns out that this bound is strong enough to deduce the required estimates.

While Stepanov only applied his method to a certain family of hyperelliptic curves,
it was afterwards generalised by Bombieri to arbitrary curves over finite fields, at the
expense of using the Riemann-Roch theorem. Understanding Bombieri’s proof is the
aim of the first chapter, which begins with a somewhat lengthy discussion on the theory
of curves over finite fields and a sketch of the proof of the Riemann-Roch theorem. We
then define the zeta function associated to an algebraic curve, prove both the rationality
and the functional equation it satisfies, and finally show how Stepanov’s method is
used to prove the Riemann hypothesis.

In the second chapter we deal with two important families of exponential sums,
namely Kloosterman sums and Weil sums. Their study parallels that of curves in
the first chapter in the sense that one constructs a zeta function associated to them
which satisfies the expected properties, namely that it is a rational function, it has some
functional equation, and that the Riemann hypothesis holds. However, in contrast to
the case of curves, where the Riemann-Roch theorem plays a leading role, this chapter
is computational in nature and everything is explicit. Indeed, we prove again the Rie-
mann hypothesis for the family of curves that arise in this context following essentially
Stepanov’s original method. The proof crucially depends upon finding an auxiliary
polynomial vanishing at the points on the curve with large order, and the construc-
tion is largely inspired by diophantine approximation: one considers a polynomial of
large degree with indeterminate coefficients, and then imposes the vanishing of all the
derivatives of the polynomial at these points up to certain fixed order. A subtlety to be
considered here is that we are working in a field of positive characteristic, so ordinary
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derivatives no longer can be used to determine the order of a zero. Nevertheless, the
so-called Hasse derivatives solve this problem. Finally taking some adequate values of
the parameters one can ensure that there are more variables than (linear) conditions,
so a nontrivial solution exists by linear algebra. As an application of the Riemann
hypothesis we find the optimal bound for Kloosterman sums, which is the most
important theorem of the chapter.

An important point to be taken into account is that even though the Hasse-Weil
bound is applicable in a wide variety of situations, it becomes useless if the genus of
the curve is large compared with the cardinality of the finite field. This happens, for
example, for the so-called Heilbronn sums, which we study in the third chapter. The
algebraic curves associated to these sums have genera that grow quickly with the order
of the field, and as a consequence one obtains worse-than-trivial estimates. It was
not until 1996 that Heath-Brown, applying in a striking way a modified version of
Stepanov’s method, found the first nontrivial upper bound for these sums. The key
ingredient was the estimation of the number of solutions to the equation f(X) = a over
a finite field of p elements, where f is a truncation of the power series expansion of the
logarithm. Four years later he and Konyagin refined the method to obtain a better
bound, and Shkredov subsequently made further improvements, although we are still
far from the optimal bound.

Up to this point we have talked about exponential sums and their connection to
algebraic curves, but there is a natural generalisation that arises in different contexts,
namely exponential sums in several variables. These sums are linked to higher dimen-
sional algebraic varieties over finite fields, and as in the one-dimensional case one can
construct a zeta function associated to a variety and formulate analogous statements
about it, which are known as the Weil conjectures. The rationality and the functional
equation having being proved by Dwork and Grothendieck in the sixties, it was
not until 1974 that Deligne proved the Riemann hypothesis using deep results from
algebraic geometry. In the fourth and last chapter we discuss, although only briefly,
Deligne’s theory formulated for exponential sums, and we examine an interesting ex-
ample of a three-dimensional exponential sum studied by Birch and Bombieri, which
exemplifies how powerful Deligne’s results are.

Acknowledgments. I would like to thank my advisor Dr. Florent Jouve for sug-
gesting a very interesting topic for the master’s thesis, for his careful reading of the
manuscript, and for his invaluable suggestions to improve it.





CHAPTER 1

Curves over finite fields

1.1. Algebraic curves

1.1.1. Basic definitions. Let k be a field andX be a scheme over k. The structure
sheaf of X is denoted by OX , and for a point x ∈ X we let:

OX,x be the local ring at x,
mx be the unique maximal ideal of OX,x, and
k(x) = OX,x/mx be the residue field at x.

Recall that X is normal if OX,x is a normal domain for all x ∈ X, i.e., it is integrally
closed in its fraction field. This condition is equivalent to the normality of the ring
OX(U) for all affine subsets U ⊆ X. We say that X is projective if it is a closed
subscheme of some projective space Pnk = Proj k[T0, . . . , Tn], in which case there exists
some homogeneous ideal I of k[T0, . . . , Tn] such that X = Proj k[T0, . . . , Tn]/I. A closed
point x ∈ X is said to be nonsingular if the local ring OX,x is regular, this is, it is a
Noetherian local ring such that dimkmx/m

2
x coincides with the Krull dimension of

OX,x. When dimOX,x = 1 this last condition is equivalent to saying that OX,x is
normal, or that it is a discrete valuation ring. We say that X is regular or nonsingular
if every point has an affine open neighbourhood U ⊆ X such that OX(U) is regular.
Equivalently, X is locally Noetherian and nonsingular at every closed point. If X is
integral, we define its function field k(X) as the residue field of the generic point of X.
If U ⊆ X is an affine open subset, then the natural map OX(U) → k(X) is injective
and induces an isomorphism between the fraction field of OX(U) and the function field
of X.

1.1.2. Base change. Let X be a scheme over a field k. If K/k is a field extension
we denote by XK the base change X ×k SpecK. Recall that by the universal property
of the fibre product we have a bijection XK(K) = X(K) between K-rational points
of XK and K-rational points of X. Furthermore, k-rational points of X are naturally
identified with points x ∈ X with residue field isomorphic to k. More generally, there is
a one-to-one correspondence between K-rational points of X and pairs (x, ι) of closed

1



2 1. CURVES OVER FINITE FIELDS

points x ∈ X and k-embeddings ι : k(x) → K. When X is of finite type over k we
also know that a point x ∈ X is closed if and only if the residue field k(x) is a finite
extension of k. The degree [k(x) : k] is called the degree of x, and is denoted by deg x.

Notice that the group Autk(K) of k-automorphisms of K acts on X(K) in a natural
way: a k-automorphism σ : K → K induces a morphism Specσ : SpecK → SpecK of
k-schemes, and by composition we have the map X(K) → X(K), s ↦→ s ◦ Specσ. In
particular, suppose that k is perfect and fix an algebraic closure k of k. Then Gal(k/k)
acts on X(k), and the Gal(k/k)-orbits of X(k) are exactly the closed points of X.

Proposition 1.1.1. There is a one-to-one correspondence between Gal(k/k)-orbits
in X(k) and closed points of X given by

(s : Spec k → X) ↦→ s(Spec k).

Furthermore, the degree of a closed point x ∈ X is exactly the cardinality of the corre-
sponding orbit.

Proof. If we identify X(k) with the set of pairs (x, ι) with x ∈ X closed point
and ι ∈ Homk(k(x), k), then the Gal(k/k)-action is given by σ(x, ι) = (x, σ ◦ ι), and
the claim follows as Gal(k/k) acts transitively on Homk(k(x), k), which has cardinality
[k(x) : k] since k is algebraically closed. □

Thus for each closed point x ∈ X there are deg x points on Xk lying above x.
In addition, since the Gal(k/k)-orbit of (x, ι) ∈ X(k) is a singleton if and only if
deg x = 1, we see that X(k) = X(k)Gal(k/k). More generally, if K/k is an algebraic
extension contained in k, then K-rational points are in one-to-one correspondence with
k-rational points fixed by Gal(k/K).

1.1.3. Frobenius morphisms. Let k = Fq be a field of q elements, fix an algebraic
closure k of k, and let φ : Spec k → Spec k be the morphism induced by the Frobenius
morphism k → k, α ↦→ αq. Also let X be a scheme over k and X be the base change
X ×k Spec k. We define the following endomorphisms of X:

(1) The absolute Frobenius is the morphism ϕF that is the identity on points of
X and that induces the map f ↦→ f q in OX(U) for all open subsets U ⊆ X. It
is not a morphism of k-schemes.

(2) The relative Frobenius is the morphism ϕFr = ϕF × idSpec k of k-schemes.
(3) The arithmetic Frobenius is the morphism ϕFa = idX ×φ, which is an auto-

morphism of X-schemes (but not of k-schemes).



1.1. ALGEBRAIC CURVES 3

(4) The geometric Frobenius is the inverse of ϕFa , this is, ϕFg = idX ×φ−1.
They are related through the equalities ϕF = ϕFr ◦ ϕFa = ϕFa ◦ ϕFr , so we have the
commutative diagram

X

X X

Spec k Spec k

ϕF

ϕF
r

ϕF
a

φ

which in particular shows that the action of the morphism φ on closed points of X
coincides with the action of the arithmetic Frobenius. Hence k-rational points on X

correspond to closed points on X fixed by ϕFa ,

X(k) = {x ∈ X(k) : ϕFa (x) = x}.

These endomorphisms are functorial in the sense that for all morphisms ϕ : X → Y of
schemes, the diagram

X X

Y Y

ϕF

ϕ×id
k

ϕ×id
k

ϕF

commutes, and similarly for ϕFr , ϕFa and ϕFg .

1.1.4. Algebraic curves and function fields. The main objects we will work
with in this Chapter are projective nonsingular (or, equivalently, normal) curves over a
perfect field k, which is usually a finite field Fq or its algebraic closure Fq.

Definition 1.1.2. A curve is a separated integral scheme of finite type over k of
dimension one.

One can prove that there is a contravariant equivalence of categories between the
category of projective nonsingular curves over k with nonzero morphisms of k-schemes
(equivalently, finite morphisms, or surjective morphisms) and the category of func-
tion fields of transcendence degree one over k with k-algebra homomorphisms, see
for example [27, Theorem 0BY1]. In particular, since every function field is a finite
extension of the purely transcendental extension k(t), which is the function field of
P1
k = Proj k[T0, T1], every curve X admits a surjective morphism X → P1

k. We also
have that there is a one-to-one correspondence between closed points on X and discrete

https://stacks.math.columbia.edu/tag/0BY1
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valuation subrings of k(X). Indeed, given a closed point x, the subring OX,x ⊆ k(X) is a
discrete valuation ring by definition of regularity. Conversely, we prove in Lemma 1.1.8
below that one can find a unique closed points x from a given discrete valuation sub-
ring R of k(X) such that OX,x = R. The normalised valuation on OX,x is the map
ordx : OX,x → Z ∪ {∞} sending an element f ∈ OX,x to the supremum of the integers
d such that f ∈ md

x. In the case of X = P1
k we can view nonzero elements of k(P1

k) as
quotients of the form f = g/h with h, g ∈ k[T0, T1] \ {0} homogeneous of the same de-
gree. Thus, if we factor them as product of irreducible polynomials, which correspond
to discrete valuation subrings of k(P1

k) and hence to closed points of P1
k, the fact that

deg g = deg h implies that

(1.1.3)
∑︂

x closed point
ordx(f) deg x = 0,

this is, f has as many zeros as poles, counted with the appropriate multiplicities.
Indeed, one only needs to notice that the degree of a point is exactly the degree of the
corresponding irreducible polynomial. Equation (1.1.3), which holds for any curve X,
is known as the product formula.

Proposition 1.1.4. Let X be an algebraic curve over k and f ∈ k(X). Then∑︂
x

ordx(f) deg x = 0,

where x runs over all the closed points of X.

To prove Proposition 1.1.4 we recall first some definitions. Let U ⊆ X be an affine
open subset of X, and let R = OX(U) be the ring of regular functions on U . As we
remarked at the beginning of the section, the fraction field of R is naturally identified
with k(X), and furthermore R is a Dedekind domain. Indeed, it has Krull dimension
one since X is has dimension one, it is Noetherian since X is of finite type over k, and it
is normal as X is nonsingular. In particular ideals in R factor in a unique way as product
of prime ideals. If t is a transcendental element in R and X → P1

k is the morphism
corresponding to k(t) → k(X), then R/k[t] is a finite extension of Dedekind domains
and we see that for a closed point x ∈ X the numbers deg x and ordx(t) correspond to
the usual notions of inertia degree and ramification index respectively. More generally,
let ϕ : X → Y be a morphism of curves, which induces a k-algebra homomorphism
ϕ∗ : k(Y ) → k(X) between the function fields, and therefore a finite extension of fields
k(X)/ϕ∗k(Y ).
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Definition 1.1.5. The degree of ϕ : X → Y is defined as deg ϕ = [k(X) : ϕ∗k(Y )].

In particular ϕ is an isomorphism if and only if deg ϕ = 1.

Definition 1.1.6. Let ϕ : X → Y be a morphism, y ∈ Y be a closed point, and
ty be a uniformiser at y, this is, an element ty ∈ k(Y ) with ordy(ty) = 1. We say that
y is unramified in X if ordx(ϕ∗ty) = 1 for all x ∈ ϕ−1(y). Otherwise we say that y is
ramified.

Proof of Proposition 1.1.4. A well-known theorem on Dedekind domains
says that, for a fixed closed point y ∈ Y ,

(1.1.7)
∑︂

x∈ϕ−1(y)
ordx(ϕ∗ty)[k(x) : ϕ∗k(y)] = deg ϕ,

where ty is a fixed uniformiser at y. Notice that, since ϕ is a finite morphism, it has
finite fibres and therefore this sum is well-defined. It is now immediate that, if f ∈ k(X)
and Y is the curve with function field k(t, f), then∑︂

x

ordx(f) deg x =
∑︂
y

∑︂
x∈ϕ−1(y)

ordx(f) deg x = deg ϕ
∑︂
y

ordy(f) deg y

on using the formulas

deg x = [k(x) : ϕ∗k(y)] deg y,

ordx(ϕ∗f) = ordx(ϕ∗ty) ordy(f) for f ∈ k(Y ).

An important particular case of the latter equation is that ordx(ϕ∗f) = ordy(f) when
ϕ is an isomorphism. Thus, to prove Proposition 1.1.4 it suffices to consider the case
when k(X) = k(t, f). If f is algebraic over k then it is integral over k, so it is contained
in all discrete valuation rings S ⊆ k(t, f). But the same is true for f−1, so f is a unit
in S. This means that ordx(f) = 0 for all x, and the product formula is trivially true
for f . If f is not algebraic then k(f) is a purely transcendental extension, so it is the
function field of P1

k. Let ϕf : X → P1
k be the corresponding morphism of curves and let

R be the integral closure of k[f ] in k(t, f). If y is the closed point of P1
k corresponding

to the prime ideal fk[f ] of k[f ], then by Equation (1.1.7) we have∑︂
x∈ϕ−1

f
(y)

ordx(f) deg x = deg ϕf = [k(t, f) : k(f)].

Notice that if x is a closed point such that ordx(f) ≥ 0, and it corresponds to some
discrete valuation ring S ⊆ k(t, f), then f ∈ S and consequently R ⊆ S since S
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is integrally closed. Thus S corresponds to some prime of R lying above fk[f ], so
ordx(f) > 0 exactly when x ∈ ϕ−1

f (y). Similarly, arguing with f−1 we have∑︂
x∈ϕ−1

1/f
(z)

ordx(f−1) deg x = deg ϕ1/f = [k(t, f) : k(f)]

where z is the closed point corresponding to f−1k[f−1]. Since ordx(f) is nonzero if and
only if x ∈ ϕ−1

f (y) or x ∈ ϕ−1
1/f (z), we deduce that∑︂

x

ordx(f) deg x =
∑︂

x∈ϕ−1
f

(y)

ordx(f) deg x−
∑︂

x∈ϕ−1
1/f

(z)

ordx(f−1) deg x = 0.

This ends the proof of the proposition. □

Lemma 1.1.8. There is a one-to-one correspondence between closed points on X and
discrete valuation subrings of k(X).

Proof. We only need to find, for each discrete valuation subring R ⊆ k(X), a
closed point x ∈ X with OX,x = R, and then show that distinct points have distinct
local rings. Let f be a uniformiser for R and let X → P1

k be the morphism associated
to the inclusion k(f) → k(X). Let y ∈ Y be the prime corresponding to the maximal
ideal fk[f ] of k[f ], and let S be the integral closure of k[f ] in k(X). Since f ∈ R and
R is integrally closed it is clear that S ⊆ R. Now, the ideal m = fR ∩ S is maximal
in S so it corresponds to some point x lying above y, and we claim that the local ring
OX,x = Sm is R. But OX,x is a discrete valuation ring, and it is well-known that if
R1 ⊆ R2 are discrete valuation rings, then we must have R1 = R2, see Chapter 5, p. 72
in [1]. Finally, suppose that OX,x = OX,x′ , and let SpecA be an affine neighbourhood
containing x and x′. Then mx = mx′ in A, so x = x′, as wanted. □

1.1.5. Galois covers. Let ϕ : X → Y be a morphism of nonsingular projective
curves over a field k, which endows X with a structure of Y -scheme. Then each ϕ∗k(Y )-
algebra automorphism σ−1 ∈ Autϕ∗k(Y )(k(X)) of k(X) induces a morphism ϕσ : X → X

of Y -schemes such that ϕ∗
σ = σ−1, and consequently Autϕ∗k(Y )(k(X)) acts on the fibre

of each closed point y of Y permuting the points lying above. The reason we use σ−1

instead of σ is that in this way we have σ(OX,x) = OX,ϕσ(x) for each x ∈ X.

Definition 1.1.9. If the extension k(X)/ϕ∗k(Y ) is Galois we say that ϕ : X → Y

is a Galois cover.

An important property of a Galois cover is that the Galois-action on the curve
X is transitive on the points lying above a fixed y ∈ Y .
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Proposition 1.1.10. Suppose ϕ : X → Y is a Galois cover and let y ∈ Y .
Then the action of Gal(k(X)/ϕ∗k(Y )) on ϕ−1(y) is transitive, this is, for all pairs
x, x′ ∈ ϕ−1(y) there exists some automorphism σ such that σ(x) = x′.

Proof. Let SpecA ⊆ Y be an affine neighbourhood of y, and let SpecB =
ϕ−1(SpecA). Also let p ∈ SpecA be the prime corresponding to y. If the action is
not transitive then there are primes q1, q2 ∈ SpecB above p such that σ(q1) ̸= q2 for all
automorphisms σ. Using the Chinese remainder theorem find some α ∈ q2 such that
α ≡ 1 (mod σ−1(q1)) for all σ. Then β = ∏︁

σ σ(α) ∈ A is not in A∩ q1 = p since β ≡ 1
(mod q1). But β ∈ A ∩ q2 = p, which is a contradiction. □

Proposition 1.1.11. Suppose ϕ : X → Y is a Galois cover and let y ∈ Y . Then
the ramification index ordx(ϕ∗ty) and inertia degree [k(x) : ϕ∗k(y)] do not depend on
x ∈ ϕ−1(y), they depend only on y.

Proof. Each ϕ∗k(Y )-algebra automorphism σ−1 : k(X) → k(X) induces a ϕ∗k(y)-
algebra isomorphism k(x) → k(ϕσ(x)), so the inertia degrees of x and ϕσ(x) are equal.
On the other hand, since ϕ∗ = σ−1ϕ∗ and ϕσ is an isomorphism,

ordx(ϕ∗ty) = ordx(σ−1ϕ∗ty) = ordϕσ(x)(ϕ∗ty),

so the claim follows from the transitivity of the the action. □

1.1.6. Geometric properties of curves. Some important properties a scheme
may have, such as irreducibility or integrality, are not preserved under base change in
general. This motivates the following definition.

Definition 1.1.12. A scheme X over a field k is called geometrically reduced (resp.
irreducible, integral) over k if X ×k Spec k′ is reduced (resp. irreducible, integral) for
all extensions k′/k.

One has that X is geometrically irreducible if and only if X×k Spec k′ is irreducible
for all finite separable extensions k′/k, see [27, Lemma 038I]. On the other hand, over
perfect fields the condition of geometric reducibility is automatic.

Lemma 1.1.13. If X is a reduced scheme over a perfect field k, then X is geomet-
rically reduced over k.

Proof. For simplicity we only prove it when X is integral and k′/k is an algebraic
extension. The general case follows from Theorem 3, Chapter V, Section 15 in [5].

https://stacks.math.columbia.edu/tag/038I
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Let SpecA ⊆ X be an affine open subset. Then A is an integral domain, so it is a
subring of its ring of fractions K = k(X). Since any separable extension is direct limit
of finite separable extensions and the direct limit of reduced rings is again reduced, it
suffices to consider the case when k′ is a finite separable extension. Write k′ = k(α)
for some separable element α. Tensoring with k′ we find that A ⊗k k

′ is a subring
of K ⊗k k

′ = K[T ]/(f), where f ∈ k[T ] is the minimal polynomial of α. Since f is
separable the ring K[T ]/(f) is reduced, and hence so is A ⊗k k

′. This proves that
X ×k Spec k′ is reduced. □

Note however that if X is irreducible it might not be true that Xk′ is irreducible for
some extension k′/k, even if k is perfect. For this reason when working with a curve
X we shall also require the additional hypothesis that X is geometrically irreducible
to guarantee that base extensions of X are also curves. This condition is equivalent to
requiring that k is algebraically closed in the function field k(X) of X.

Proposition 1.1.14. A curve X/k is geometrically irreducible if and only if k is
algebraically closed in the function field k(X).

In the proof of the proposition we will use the following lemma.

Lemma 1.1.15. Let X be an integral scheme over a perfect field k. Then X is
geometrically integral if and only if Spec(k(X)⊗kk

′) is irreducible for all finite separable
extensions k′/k.

Proof. Let k′/k be a separable extension and suppose that X ′ = X ×k Spec k′ is
integral. Then, since X ′ is covered by the affine schemes of the form Spec(A⊗k k

′) with
SpecA ⊆ X, we have

k(X ′) = lim−→
SpecA⊆X

A⊗k k
′ = k(X) ⊗k k

′

on using that the tensor product commutes with colimits. Thus k(X)⊗k k
′ is a field, so

Spec(k(X)⊗kk
′) is irreducible. Conversely, suppose that Spec(k(X)⊗kk

′) is irreducible.
Since k′ is separable this means that k(X) ⊗k k

′ is a field. The natural morphism
Spec k(X) → X induces a morphism Spec(k(X) ⊗k k

′) → X ×k Spec k′ which factors
through any affine subset Spec(A ⊗k k

′) with SpecA ⊆ X. Let ξ′ be the unique point
in the image of this morphism. Since A is a subring of k(X), A ⊗k k

′ is a subring
of k(X) ⊗k k

′, so ξ′ corresponds to the zero ideal of A ⊗k k
′. Hence Spec(A ⊗k k

′) is
irreducible. Choosing now an affine cover {SpecAi}i∈I of irreducible subsets of X such
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that SpecAi ∩ SpecAj is nonempty for all i, j ∈ I and using the flatness of k′ it follows
that X ′ is also irreducible. □

Thus Proposition 1.1.14 will follow if we prove that Spec(k(X) ⊗k k
′) is irreducible

for all finite separable extensions k′/k, and this in turn is a particular case of the
following lemma, where the field need not be perfect.

Lemma 1.1.16. Let k be any field and K/k be an extension. Then Spec(K ⊗k k
′) is

irreducible for all finite separable k′/k if and only if K is separably closed in k.

Proof. Suppose first that k is separably closed in K, and let α ∈ K be separable
over k. If f ∈ k[T ] is the minimal polynomial of α over k, then

Spec(K ⊗k k(α)) = Spec(K ⊗k (k[T ]/(f))) = Spec(K[T ]/(f))

is not irreducible unless α ∈ k since T − α divides f in K[T ]. Conversely, suppose
that k is algebraically closed in K, and let k′/k be a finite separable extension. Then
k′ = k(α) for some α separable over k and Spec(K⊗k k

′) = Spec(K[T ]/(f)), where f is
the minimal polynomial of α, so we see that Spec(K ⊗k k

′) is reducible if and only if f
has a nontrivial factorisation f = f1f2 in K[T ]. But the coefficients of the polynomials
f1 and f2 are separable over k since they lie in the extension of k generated by the roots
of f . Thus, if ksep is a fixed separable closure of k containing these coefficients, we have
that f1, f2 ∈ K[T ] ∩ ksep[T ] = k[T ], contradicting that f is irreducible in k[T ]. □

Finally, while the properties of being projective, separated, and of finite type are
preserved under base change, it is not true in general for normality (nor for regularity,
but this property is more subtle since local Noetherianity is not preserved under arbi-
trary base change to extensions k′/k either). Thus one can define similarly the notion of
geometric normality of a scheme, but by Lemma 1.1.17 it is not interesting if the field k
is perfect. Hence, since an application of Noether’s normalisation lemma shows that
the dimension is preserved under base change to k′ (see Lemma 1.1.18 below), we have
that the base change of a geometrically irreducible nonsingular curve over a perfect field
k to an extension k′/k is again a geometrically irreducible nonsingular curves over k′.

Lemma 1.1.17. Let k be a perfect field and R be a k-algebra. Then R is normal if
and only if R ⊗k k

′ is normal for all extensions k′/k.

Proof. We work with the additional hypothesis that k′ is algebraic over k and
that R is geometrically irreducible, which is the case we need. The proof of the general
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statement can be found in [27, Lemma 037Z]. Writing k′ as a direct limit of finite
separable extensions of k and noting that normality is preserved under direct limits
we only need to consider finite separable extensions k′/k. But if k′ = k[T ]/(f) for
some irreducible monic polynomial f ∈ k[T ], then R ⊗k k

′ = R[T ]/(f), and f is still
irreducible in R[T ] since R is geometrically irreducible. Hence, if α is a root of f , we
have R⊗k k

′ ≃ R[α], and R[α] is integral in Frac(R)(α) = Frac(R[α]) since α is integral
over R. □

Lemma 1.1.18. Let X be an integral scheme of finite type over k and let k′/k be an
extension of fields. If Xk′ is irreducible then dimXk′ = dimX.

Proof. If {SpecAi}i∈I is an affine cover of X, {Spec(Ai⊗k k
′)}i∈I is an affine cover

of X ′ and dimX ′ is the supremum of the dimensions of Spec(Ai ⊗k k
′). Thus we only

need to show that dim(Ai ⊗k k
′) = dimAi. By Noether’s normalisation lemma there

is a finite injective morphism k[T1, . . . , Td] → Ai of k-algebras, where d = dimAi. Since
k′ is a flat k-algebra we have that k′[T1, . . . , Td] → Ai ⊗k k

′ is also finite and injective,
so d = dim(Ai ⊗k k

′), as wanted. □

1.2. The Riemann-Roch theorem

Let k be a field and X be a nonsingular projective curve over k.

Definition 1.2.1. The group of divisors Div(X/k) of X is the free abelian group
on the set of closed points of X. The degree of a divisor D is defined as the sum
degD = ∑︁

x nx deg x ∈ Z, where deg x = dimk k(x). The subgroup of divisors of degree
zero is denoted by Div0(X/k).

Thus a divisor D ∈ Div(X/k) is a linear combination of the form ∑︁
x nxx where

nx ∈ Z and nx = 0 for all but finitely many x. Notice that if k is algebraically closed
then deg x = 1 for all x and in particular the degree of D is ∑︁x nx.

Definition 1.2.2. We define the partial order on Div(X/k) given by∑︂
x

mxx ≥
∑︂
x

nxx if and only if mx ≥ nx,

and we say that D ∈ Div(X/k) is an effective divisor if D ≥ 0.

Definition 1.2.3. Let f ∈ k(X) be nonzero. The principal divisor associated to
f is the divisor div f = ∑︁

x ordx(f)x, which has degree zero by Proposition 1.1.4. We
denote by P (X/k) the group of principal divisors.

https://stacks.math.columbia.edu/tag/037Z
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Definition 1.2.4. For each divisor D we define the k-vector space

L(D) = {f ∈ k(X) \ {0} : div f +D ≥ 0} ∪ {0},

and we denote by ℓ(D) its dimension.

Notice that L(D) is indeed a vector space since ordx(f+g) ≥ min(ordx(f), ordx(g)).

Definition 1.2.5. Two divisors D and D′ are said to be equivalent if D−D′ = div g
for some nonzero g ∈ k(X).

If D and D′ are equivalent, then the k-vector spaces L(D) and L(D′) are isomorphic
via the isomorphism f ↦→ fg. Using this remark we can prove that the dimension ℓ(D)
of L(D) is always finite.

Lemma 1.2.6. L(D) is a finite-dimensional k-vector space for all D ∈ Div(X/k).

Proof. If L(D) is nonzero there is some nonzero f such that D + div f ≥ 0, and
replacing D with D + div f we may assume D ≥ 0. The proof is by induction on the
degree of D. If degD = 0 then D = 0, so L(D) = k has dimension one. Now, if D ̸= 0
write D = D′ + x for some point x. If L(D) = L(D′) we are done. Otherwise there
exists some g ∈ L(D) \L(D′), and then ordx(f) ≥ ordx(g) for all f ∈ L(D). Hence the
map L(D) → k(x), f ↦→ f/g + mx is well-defined and the kernel is seen to be L(D′).
Since both k(x) and L(D′) are finite-dimension k-vector spaces, so is L(D). □

Definition 1.2.7. The Picard groups of X are the quotients

Pic(X/k) = Div(X/k)/P (X/k) and Pic0(X/k) = Div0(X/k)/P (X/k).

Our aim now is to sketch the proof of the Riemann-Roch theorem, which will be
of utmost importance in the following sections. We follow closely [22].

Theorem 1.2.8 (Riemann-Roch Theorem). There exists an integer g ≥ 0 and
a class in Pic(X/k) such that for all W in the class and all D ∈ Div(X/k) we have

ℓ(D) = degD − g + 1 + ℓ(W −D).

Definition 1.2.9. The integer g of Theorem 1.2.8 is called the genus of X/k.

Corollary 1.2.10. If W is as in Theorem 1.2.8, then ℓ(W ) = g and degW =
2g − 2. Furthermore, if D is a divisor such that degD ≥ 2g − 1, then

ℓ(D) = degD − g + 1.
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Proof. Setting D = 0 in Theorem 1.2.8 we get that ℓ(W ) = g, and then putting
D = W we deduce that degW = 2g−2. Finally, if degD ≥ 2g−1 then deg(W−D) < 0,
so ℓ(W −D) = 0 and this proves the corollary. □

To prove Theorem 1.2.8, we first prove the weaker Riemann inequality, which says
that ℓ(D) ≥ degD − g + 1. Once this is proved, it suffices to show that there exists
some canonical divisor W such that the dimension of L(W − D) coincides with the
difference ℓ(D) − (degD− g + 1), and that is achieved by studying some special linear
maps called Weil differentials, which are defined below. We will associate a unique
divisor to each of them, and prove that they form a class in Pic(X/k) satisfying the
required condition.

Definition 1.2.11. Let K = k(X) be the function field of X/k. The ring of adèles
of X is defined as

AK =
{︂
(ax)x ∈

∏︂
x closed

ˆ︂Kx : ax ∈ ˆ︁Ox for all but finitely many x
}︂

where ˆ︂Kx is the completion of K with respect to the valuation ordx and ˆ︁Ox is the ring
of integers of ˆ︂Kx. We embed K in AK via the map a ↦→ (a)x, and we also define for
each divisor D = ∑︁

x nxx ∈ Div(X/k) the subset AK(D) of points (ax)x ∈ AK such
that ordx(ax) + nx ≥ 0 for all x.

Notice that both AK and AK(D) are k-vector spaces, and AK(D) ∩K = L(D).

Definition 1.2.12. A Weil differential is a linear map ω : AK → k vanishing on
K and on AK(D) for some divisor D. We denote by ΩK the set of all Weil differentials
and by ΩK(D) the set of Weil differentials vanishing on AK(D).

Defining fω : g ↦→ ω(fg) for f ∈ K and ω ∈ ΩK we see that ΩK is a K-vector
space. Indeed, one checks that if ω(AK(D)) = 0, then (fω)(AK(D − div f)) = 0.

The first step in the proof of the Riemann-Roch theorem is to prove Riemann’s
inequality, which says that there exists a unique integer g ≥ 0 such that

ℓ(D) ≥ degD − g + 1

for all divisors D, with equality for degD large enough.

Lemma 1.2.13. If D ≤ D′ then AK(D) ⊆ AK(D′) and

dimk(AK(D′)/AK(D)) = degD′ − degD.
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Proof. By induction on degD′ it suffices to show dimk(AK(D+x)/AK(D)) = deg x
for all x. Let n = ordx(D) and ˆ︁mx = mx

ˆ︁Ox. Then the natural map AK(D + x) → ˆ︁m−n
x

induces an isomorphism of k-vector spaces AK(D + x)/AK(D) ≃ ˆ︁m−n−1
x / ˆ︁m−n

x , and the
claim follows from the isomorphisms ˆ︁m−n−1

x / ˆ︁m−n
x ≃ m−n−1

x /m−n
x ≃ k(x). □

Now an application of the isomorphism theorems yields
AK(D′) +K

AK(D) +K
≃ AK(D′)/AK(D)

(AK(D) + L(D′))/AK(D) ≃ AK(D′)/AK(D)
L(D′)/L(D)

so the dimension of (AK(D′) + K)/(AK(D) + K) is r(D′) − r(D) by Lemma 1.2.13,
where r(D) = degD − ℓ(D). In particular r(D′) ≥ r(D).

Fix some transcendental element f ∈ K. We know that K/k(f) is a finite algebraic
extension. Let D0 = −∑︁

x:ordx(f)<0 ordx(f)x ∈ Div(X/k). Then Riemann’s inequality
follows if we prove the following claims:

(1) The increasing sequence {r(mD0)}m≥1 is bounded.
(2) Every D is equivalent to some divisor D′ such that D′ ≤ mD0 for some m.
(3) Riemann’s inequality is an equality if degD is large enough.

Notice that if g is the smallest integer such that r(mD0) ≤ g − 1 for all m ≥ 0, then
−1 = r(0) ≤ r(mD0) ≤ g − 1, so g ≥ 0. To prove (1) we only need to show that the
sequence ℓ(mD0) −m degD0 is bounded below by some constant, and for this we show
that there is a constant m0 such that for all m ≥ m0 we can find (m−m0 + 1) degD0

linearly independent elements in L(mD0). We saw in Section 1.1 that degD0 is equal
to the degree n = [K : k(f)]. Let g1, . . . , gn be a k(f)-basis of K. We may suppose
that these elements belong to the integral closure of k[f ] in K. This guarantees that
ordx(gj) ≥ 0 for all x which are not poles of f . Let m0 be large enough so that
div gj +m0D0 ≥ 0 for all j. Then gj ∈ L(mD0) for all m ≥ m0, and we claim that the
elements

{f igj : 0 ≤ i ≤ m−m0, 1 ≤ j ≤ n},

which are linearly independent over k, belong to L(mD0). Indeed, if x is a pole of f
then

ordx(f igj) = i ordx(f) + ordx(gj) ≥ (m−m0) ordx(f) +m0 ordx(f) = m ordx(f).

Hence we get the desired inequality r(mD0) ≤ (m−m0 + 1) degD0.
To prove (2) we need to find some h ∈ K× such that mD0 + div h − D ≥ 0. For

each pole x of −D which is not a pole of f let hx be the generator of the maximal ideal
k[f ] ∩mx. Then letting h be the product of these hx’s with sufficiently large exponents
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we have that the poles of div h − D occur among the poles of f . Letting m be large
enough (2) follows.

Finally we prove (3). Let m1 large so that r(m1D0) = g−1. Then ℓ(D−m1D0) ≥ 1
if degD ≥ m1 degD0 + g, so there exists some nonzero h ∈ L(D − m1D0). Hence
m1D0 ≤ D + div h, so g − 1 = r(m1D0) ≤ r(D).

The next step is to analyse the difference ℓ(D) − (degD − g + 1). In the following
lemma we prove that it is exactly the dimension of the k-vector space ΩK(D). Then
we will show that ΩK(D) coincides with ℓ(W − D) for some appropriate W , and the
Riemann-Roch theorem will follow easily.

Lemma 1.2.14. For any divisor D the vector space ΩK(D) is finite-dimensional and

ℓ(D) = degD − g + 1 + dimk ΩK(D).

In particular g = dimk ΩK(0).

Proof. Fix a divisor D0 ≥ D with degree large enough so that Riemann’s in-
equality holds. Then for all D′ ≥ D0 the computation above shows that

dimk
AK(D′) +K

AK(D) +K
= g − 1 + ℓ(D) − degD.

In particular AK(D′) +K = AK(D0) +K for all D′ ≥ D0. Since for all ξ ∈ AK we can
find some D′ such that ξ ∈ AK(D′) we must have AK(D0) + K = AK . But ΩK(D) is
the k-dual space of AK/(AK(D) +K), so the lemma follows. □

We can associate to each nonzero differential ω ∈ ΩK a unique divisor divω such
that ω ∈ ΩK(divω) and with the following property: if ω ∈ ΩK(D) for some divisor
D then D ≤ divω. Notice that if degD is large enough then we showed in the proof
of Lemma 1.2.14 that AK = AK(D) + K, so for any such D we have ω(AK) = 0, this
is, ω = 0. Hence the divisors D with ω ∈ ΩK(D) have bounded degrees, so there
exists some divω = ∑︁

x nxx with maximal degree, and the claim follows if we prove
that if D = ∑︁

x n
′
xx is such that ω ∈ ΩK(D), then D′ = ∑︁

x max(nx, n′
x)x also satisfies

ω ∈ ΩK(D′). But one checks that AK(divω) + AK(D) = AK(D′).

Lemma 1.2.15. If f ∈ K× and ω ∈ ΩK then div(fω) = div f + divω.

Proof. Since fω vanishes on AK(div f + divω) we have div f + divω ≤ div(fω).
Similarly div f−1+div(fω) ≤ divω, and the lemma follows from div f+div f−1 = 0. □
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By Theorem 1.2.16 below any two nonzero differentials differ by some f ∈ K×, and
therefore by Lemma 1.2.15 the set div(ΩK \ {0}) defines a unique canonical class in
Pic(X/k). We also see that L(divω −D)ω ⊆ ΩK(D) since given f ∈ L(divω −D) we
have div(fω) = div f+divω ≥ D, so AK(D) ⊆ AK(div(fω)). The reverse inclusion also
holds: if ω′ ∈ ΩK(D) then ω′ = fω for some nonzero f and D ≤ divω′ = div f + divω.
This implies that div f ∈ L(divω − D), so divω′ ∈ L(divω − D)ω. Hence we have
an isomorphism L(divω − D) ≃ ΩK(D) of k-vector spaces. This readily implies the
Riemann-Roch Theorem 1.2.8.

Theorem 1.2.16. dimK ΩK = 1.

Proof. We saw above that Lω = L(divω−D)ω is a subspace of ΩK(D). Thus the
theorem follows if we prove that Lω and Lω′ have nonzero intersection for some suitable
D. Fix some point x and put D = −nx for n large. Then by Lemma 1.2.14 we have
dimk ΩK(−nx) = n deg x+ g − 1. On the other hand, using Riemann’s inequality,

dimk Lω + dimk Lω′ ≥ 2n deg x+ degω + degω′ − 2g + 2.

Thus, if n is large enough, the sum of the dimensions of Lω and Lω′ is greater than the
dimension of ΩK(D), so they must have nonzero intersection. □

1.3. The zeta function of a curve

Let k = Fq be a finite field of q elements, let kr = Fqr for each r ≥ 1, and let X/k be a
geometrically irreducible projective nonsingular curve of genus g. Let Xr = X×kSpec kr
and denote by νr the number of kr-rational points of X. We introduce the zeta function
of X/k as the formal series

(1.3.1) Z(X/k, T ) = exp
(︄ ∞∑︂
r=1

νrT
r/r

)︄
.

We also use the notation ζ(X/k, s) = Z(X/k, q−s). The following theorem was conjec-
tured by E. Artin in 1924 and proved by A. Weil in the 1940s, who then conjectured
generalisations to arbitrary algebraic varieties over finite fields.

Theorem 1.3.2 (Weil conjectures for algebraic curves). Let X/k be a
geometrically irreducible projective nonsingular curve of genus g over a finite field k of
q elements. Then:
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(Z1) Rationality: Z(X/k, T ) is a rational function. More precisely, there exist
algebraic integers ω1, . . . , ω2g such that

Z(X/k, T ) = (1 − ω1T ) · · · (1 − ω2gT )
(1 − T )(1 − qT ) .

(Z2) Functional equation: Z(X/k, T ) satisfies the functional equation

ξ(X/k, s) = ξ(X/k, 1 − s) where ξ(X/k, s) = q(g−1)sζ(X/k, s).

Equivalently, Z(X/k, 1/qT ) = (qT 2)1−gZ(X/k, T ).
(Z3) Riemann hypothesis: |ωi| = q

1
2 for all 1 ≤ i ≤ 2g. In other words, the zeros

of Z(X/k, T ) all lie on the critical line Re s = 1
2 .

The first two statements are direct applications of the Riemann-Roch theorem and
are proved in this section. In Section 1.4 we prove the Riemann hypothesis following
Bombieri [3], who gave a simple proof based on an elementary but powerful method
introduced by S. A. Stepanov. The original form of this method is examined more
closely in Chapter 2.

To study the zeta function Z(X/k, T ) it is convenient to rewrite it in a different way.
The following general construction is motivated by algebraic number theory. Let Y be
a scheme of finite type over Z and define the zeta function ζY (s) = ∏︁

y(1 − |k(y)|−s)−1,
where the product runs over all closed points of Y . When Y = SpecOL is the spectrum
of the ring of integers of a number field L it coincides with the usual Dedekind zeta
function. Now assume further that Y is also a k-scheme. Then it is easy to see that
ζY (s) = ∑︁

d≥1 bdq
−ns, where bd is the number of effective divisors of degree d, and

furthermore if ad is the number of points of degree d then we can write the above
Euler product in the form ζY (s) = ∏︁

d≥1(1 − q−sd)−ad .

Lemma 1.3.3. The zeta function ζX(s) coincides with the zeta function ζ(X/k, s)
associated to the curve X/k.

Proof. Taking logarithms in the Euler product of ζX(s) we have

log ζX(s) = −
∑︂
d≥1

ad log(1 − q−sd) =
∑︂
n≥1

∑︂
d≥1

adq
−snd/n =

∑︂
r≥1

q−sr ∑︂
dn=r

ad/n

and comparing this series with the definition (1.3.1) of ζ(X/k, s) the claim will follow
if we prove that νr = ∑︁

d|r dad. Indeed, notice that Homk(kd, kr) has cardinality d if d
divides r and it is empty otherwise. Thus, since there is a one-to-one correspondence
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between kr-rational points and pairs (x, ι) with x closed in X and ι ∈ Homk(k(x), kr),
where k(x) = kdeg x, we have

|X(kr)| =
∑︂
d≥1

#{(x, ι) : x closed in X, ι ∈ Homk(kd, kr), deg x = d} =
∑︂
d|r
dad

as ad is the number of closed points of degree d. □

We are ready to prove the rationality of Z(X/k, T ). First we compute explicitly the
number of effective divisors in a given class of Pic(X/k).

Lemma 1.3.4. Let D ∈ Div(X/k). Then the number of effective divisors in the class
of D is exactly (qℓ(D) − 1)/(q − 1).

Proof. Clearly the class of D contains effective divisors if and only if ℓ(D) > 0,
so it suffices to show the formula in this case. The map from L(D) \ {0} to the set of
effective divisors in the class of D sending div f to div f + D is clearly surjective. On
the other hand, div f = div f ′ if and only if f ′f−1 ∈ k×. Since L(D) \ {0} has qℓ(D) − 1
elements and k× has q − 1 elements the result follows. □

Proof of Theorem 1.3.2(Z1). Let h0
X = |Pic0(X/k)| be the number of classes

of divisors of degree zero. The degree map deg : Pic(X/k) → Z has image mZ for some
positive integer m. Later we will prove that in fact m = 1. Since the kernel of deg is
precisely Pic0(X/k), we have that the number of classes of divisors of degree d is h0

X

if d is multiple of m and zero otherwise. Thus by the Riemann-Roch formula and
Lemma 1.3.4 we have for d ≥ 2g − 1 that bd = h0

X(qd−g+1 − 1)(q − 1)−1 if m divides d
and bd = 0 otherwise. Hence, letting n0 be the smallest integer such that n0m ≥ 2g−1,
after splitting the series in two parts we get

Z(X/k, T ) =
n0−1∑︂
n=0

bnmT
nm + h0

XT
n0mf(Tm)(1 − Tm)−1(1 − (qT )m)−1

where f(T ) is the polynomial with integer coefficients given by

f(T ) = (q − 1)−1(qa − 1 − T (qa − qm)), a = n0m− g + 1.

In particular, we see that the proof of (Z1) is reduced to showing that m = 1. This will
follow from the following lemma, which relates the zeta function of the curve Xn and
the zeta function of X.

Lemma 1.3.5. If Z(Xn/kn, T ) is the zeta function of the curve Xn, then it satisfies

(1.3.6) Z(Xn/kn, T
n) =

∏︂
ζn=1

Z(X/k, ζT )
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where the product runs over all nth roots of unity.

Proof. If ν ′
r is the number of krn-rational points of Xn then clearly ν ′

r = νrn, so
∞∑︂
r=1

ν ′
rT

rn/r =
∞∑︂
r=1

νrnT
rn/r =

∑︂
ζn=1

∞∑︂
r=1

νr(ζT )r/r

and taking the exponential yields (1.3.6). □

Notice that, since f(1) = 1 + q + · · · + qm−1 is nonzero, the function Z(X/k, T )
has a simple pole at T = 1. Thus, putting n = m in Equation (1.3.6) we have that
Z(Xm/km, T

m) = (Z(X/k, T ))m, and comparing the order of the poles at T = 1 we see
that m = 1, as wanted. □

Proof of Theorem 1.3.2(Z2). Using Lemma 1.3.4 and arguing as above we can
write Z(X/k, T ) = (q − 1)−1(A(T ) + h0

XB(T )) where

A(T ) =
∑︂

0≤degD≤2g−2
qℓ(D)T degD

B(T ) =
∞∑︂

n=2g−1
qn−g+1T n −

∞∑︂
n=0

T n = qgT 2g−1

1 − qT
− 1

1 − T
.

It is easy to see now that B(1/qT ) = q1−gT 2−2gB(T ), so to prove (Z2) it suffices to show
that the same relation holds for A(T ). Let W be a canonical divisor, which has degree
2g − 2. Since the map D ↦→ W −D induces a bijection between the classes of divisors
of degree n and the classes of divisors of degree 2g − 2 − n for each 0 ≤ n ≤ 2g − 2, we
have

A(T ) =
∑︂

0≤degD≤2g−2
qℓ(W−D)T deg(W−D) = T degW ∑︂

0≤degD≤2g−2
qℓ(D)−1+g−degDT− degD

on using the Riemann-Roch theorem. Hence A(T ) = qg−1T 2g−2A(1/qT ) and the
proof of (Z2) is finished. □

To end the section, we remark that the functional equation can be rewritten in the
form

2g∏︂
i=1

(qT − ωi) = q2g
2g∏︂
i=1

(1 − ωiT ).

In particular ω1 · · ·ω2g = qg, so they are nonzero algebraic numbers, and the map
ωi ↦→ q/ωi is a bijection of the set {ω1, . . . , ω2g}. Furthermore, from the rationality it
follows at once the identity

νr = qr −
2g∑︂
i=1

ωri + 1, for all r ≥ 1.
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1.4. Bombieri’s proof of the Riemann hypothesis

Keep the notation of the previous section. Our goal now is to prove the Riemann
hypothesis (Z3), this is, that |ωi| = q

1
2 for all 1 ≤ i ≤ 2g. We start with a couple

of remarks. Let ω′
1, . . . , ω

′
2g be the numbers associated with the curve Xr. Then from

Equation (1.3.6) we have

Z(Xr/kr, T
r) =

∏︂
ζr=1

(1 − ω1ζT ) · · · (1 − ω2gζT )
(1 − ζT )(1 − qζT ) =

(1 − ωr1T
r) · · · (1 − ωr2gT

r)
(1 − T r)(1 − qrT r) ,

so, up to a rearrangement, ω′
i = ωri . In particular, the Riemann hypothesis holds for

Xr if and only if it holds for X. Thus we may assume that q is a square and large
enough, which will be convenient in the proof. On the other hand, it is enough to prove
that νr = qr+O(q r

2 ), the implied constant independent of r. Indeed, this is consequence
of the following general lemma applied to the numbers ω1, . . . , ω2g, which implies that
|ωi| ≤ √

q for all i. But ωiωj = q for some j, so this is enough to deduce that |ωi| = √
q.

Lemma 1.4.1. Let z1, . . . , zm be complex numbers and suppose that there exists some
constants A and B such that the inequality

|zn1 + · · · + znm| ≤ ABn

holds for all n large enough. Then |zi| ≤ B for all 1 ≤ i ≤ m.

Proof. The radius of convergence mini |zi|−1 of∑︂
r≥1

∑︂
i

zriX
r =

∑︂
i

(1 − ziX)−1

is at least B−1 by the hypothesis, so we must have |zi| ≤ B for all i. □

Fix an algebraic closure k of k and let X = X ×k Spec k. We know that the
number of k-rational points is exactly the number of closed points of X fixed by the
arithmetic Frobenius ϕa of X. The idea in Stepanov’s method is to construct a
rational function f ∈ k(X) that vanishes at all but some fixed set of k-rational points
with order of vanishing at least some big integer m. Thus, if there are m0 exceptions,
f has at least m(ν1 − m0) zeros, and since f has as many zeros as poles we have the
estimation

(1.4.2) ν1 ≤ m0 + 1
m

(# poles of f).

Therefore, if the number of poles of f is not very large we obtain a good upper bound
for ν1. Indeed, we will prove under suitable hypotheses that ν1 ≤ q+O(q 1

2 ). Then with
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a Galois-theoretic argument we will show that the reverse inequality also holds, and
consequently ν1 = q+O(q 1

2 ). Finally by base change to kr we get the desired estimation
for νr.

1.4.1. The upper bound. Let p be the characteristic of k and write q = pα. The
main theorem we prove is the following.

Theorem 1.4.3. If α is even and q > (g + 1)4 then ν1 < q + (2g + 1)q 1
2 + 1.

Before proving the theorem we introduce the following notation. Since the inequality
is trivial if ϕa has no fixed points, we assume that ν1 is nonzero and we fix a point x0 fixed
by ϕa. Consider the k-vector space Rm = L(mx0) whose nonzero elements are nonzero
rational functions on X with at most a pole of order m at x0. By the Riemann-Roch
theorem we have dimRm ≥ m+1−g with equality if m ≥ 2g−1. Since W−(m+1)x0 ≤
W−mx0 for a canonical divisor W , we also see that dimRm ≤ dimRm+1 ≤ dimRm+1.
In particular induction shows that dimRm ≤ m+ 1 since dimR0 = 1. Also notice that
if f ∈ Rm then fp ∈ Rmp since div fp + mpx0 = p(div f + mx0). We denote by R

(pµ)
ℓ

the subspace of Rℓpµ consisting of pµ-powers of elements in Rℓ, which is isomorphic to
Rℓ via the isomorphism Rℓ → R

(pµ)
ℓ , f ↦→ fp

µ . Finally we let (ϕFr )∗Rm be the subspace
consisting of elements of the form (ϕFr )∗(f) with f ∈ Rm. Since ϕFr = ϕF ◦ ϕFg , we have

(ϕFr )∗(f) = ((ϕF )∗ ◦ (ϕFg )∗)(f) = ((ϕFg )∗(f))q

so all the elements in (ϕFr )∗Rm are qth powers, and furthermore (ϕFr )∗Rm ⊆ Rqm since

ordx0((ϕFr )∗(f)) = q ordx0((ϕFg )∗(f)) = q ordϕF
g (x0)(f) = q ordx0(f).

If A is a subspace of Rm and B is a subspace of Rn, we let AB be the subspace of Rmn

spanned by products of the form fg with f ∈ Rm and g ∈ Rn. A crucial preliminary
result in the proof of Theorem 1.4.3 is the following lemma.

Lemma 1.4.4. For ℓpµ < q the natural map R(pµ)
ℓ ⊗k ((ϕFr )∗Rm) → R

(pµ)
ℓ ((ϕFr )∗Rm)

is an isomorphism.

Proof. The map is clearly onto so we only need to prove that it is injective. Since
dimRm+1 ≤ dimRm + 1 we can find a basis s1, . . . , sr of Rm such that

ordx0(s1) < ordx0(s2) < · · · < ordx0(sr).
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Let gi ∈ Rℓ be such that ∑︁r
i=1 g

pµ

i (ϕFr )∗(si) = 0, and suppose that g1 = · · · = gρ−1 = 0
but gρ ̸= 0. Then

ordx0(gpµ

ρ (ϕFr )∗(sρ)) = ordx0

(︂ r∑︂
i=ρ+1

gp
µ

i (ϕFr )∗(si)
)︂

≥ min
i≥ρ+1

ordx0(gp
µ

i (ϕFr )∗(si))

and since ordx0(gi) ≥ −ℓ and ordx0(si) ≥ ordx0(sρ+1) for i ≥ ρ+ 1 we have

pµ ordx0(gρ) ≥ −ℓpµ + q(ordx0(sρ+1) − ordx0(sρ)) ≥ −ℓpµ + q,

which is positive by hypothesis. This means that gρ vanishes at x0, so it must be
identically zero since it has no poles outside x0. □

Proof of Theorem 1.4.3. Assume that ℓpµ < q, so that by Lemma 1.4.4 and
the remarks preceding it follows that dimRpµ

ℓ ((ϕFr )∗Rm) = dimRℓ dimRm. Keeping
the notation used in the proof of the lemma, we also have that the map

δ : R(pµ)
ℓ ((ϕFr )∗Rm) → R

(pµ)
ℓ Rm,

r∑︂
i=1

gp
µ

i (ϕFr )∗(si) ↦→
r∑︂
i=1

gp
µ

i si

is well-defined as it is the composition of R(pµ)
ℓ ((ϕFr )∗Rm) → R

(pµ)
ℓ ⊗k ((ϕFr )∗Rm) and

the natural map R
(pµ)
ℓ ⊗k ((ϕFr )∗Rm) → R

(pµ)
ℓ Rm.

Suppose that the kernel of δ contains a nonzero f = ∑︁
i g

pµ

i (ϕFr )∗(si). Notice that,
if x is a fixed point of ϕa, or equivalently a fixed point of ϕr, then (ϕFr )∗(g) − g ∈ mx

for all g ∈ k(X) regular at x. Indeed, we know that the natural inclusion k → k(x) is
an isomorphism, so if SpecA ⊆ X is an affine neighbourhood of x and p is the prime
of A corresponding to x, then the diagram

A Ap k(x)

k

A Ap k(x)

ϕ#
r (ϕ#

r )p

commutes, so g and ϕ#
r (g) have the same image in k(x). Therefore, for all fixed points

x ̸= x0 of ϕa we have

ordx(f) = ordx
(︂ r∑︂
i=1

gp
µ

i ((ϕFr )∗(si) − si)
)︂
> 0,

this is, x is a zero of f . Since f is a pµ-power, its zeros have order of vanishing at least
pµ since, so f has at least pµ(ν1 − 1) zeros. On the other hand, f has at most ℓpµ +mq
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poles as f ∈ R
(pµ)
ℓ ((ϕFr )∗Rm) ⊆ Rℓpµ+mq. Equation (1.4.2) now says that

ν1 ≤ 1 + 1
pµ

(ℓpµ +mq) = 1 + ℓ+ mq

pµ

and we have to find suitable m, ℓ and µ such that ℓpµ < q and dim ker δ > 0. Assume
ℓ,m ≥ g, so that in particular ℓpµ +m ≥ 2g − 1. Then

dimR
(pµ)
ℓ ((ϕFr )∗Rm) = dimRℓ dimRm ≥ (ℓ+ 1 − g)(m+ 1 − g)

dimR
(pµ)
ℓ Rm ≤ dimRℓpµ+m = ℓpµ +m+ 1 − g

so

dim ker δ ≥ dimR
(pµ)
ℓ ((ϕFr )∗Rm) − dimR

(pµ)
ℓ Rm

≥ (ℓ+ 1 − g)(m+ 1 − g) − (ℓpµ +m+ 1 − g)

= (ℓ− g)(m+ 1 − g) − ℓpµ.

Put µ = α/2 and m = pµ + 2g ≥ g. Then dim ker δ > 0 if

ℓ >
g

g + 1p
µ + g.

Let ℓ be the smallest integer satisfying this inequality. We need to verify that ℓpµ < q,
this is, ℓ < pµ. But if (g + 1)4 < q = pα then

ℓ ≤ g

g + 1p
µ + g + 1 = pµ − pµ − (g + 1)2

g + 1 < pµ,

and this concludes the proof of Theorem 1.4.3. □

Fix a transcendental element t ∈ k(X) and consider the finite algebraic extension
k(X)/k(t), which corresponds to a surjective morphism X → P1

k of curves. Let σ−1 be
an automorphism in Autk(t)(k(X)) and let ϕσ be the corresponding morphism X → X

of k-schemes (in fact of P1
k-schemes) induced by σ−1. Also define the set

X(k, σ) = {x ∈ X(k) : ϕFa (x) = ϕσ,r(x)}

where ϕσ,r = ϕσ ×k idSpec k. When σ is the identity this is exactly X(k), the set of
k-rational points on X. Let ν1,σ = |X(k, σ)| and fix some x0 ∈ X(k, σ), if it exists.
Then we have the following generalisation of Theorem 1.4.3.

Theorem 1.4.5. If α is even and q > (g + 1)4 then ν1,σ < q + (2g + 1)q 1
2 + 1.
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Proof. We only need to replace δ with the map

δσ : R(pµ)
ℓ ((ϕFr )∗Rm) → R

(pµ)
ℓ (ϕ∗

σ,rRm),
r∑︂
i=1

gp
µ

i (ϕFr )∗(si) ↦→
r∑︂
i=1

gp
µ

i ϕ
∗
σ,r(si).

and argue as in the proof of Theorem 1.4.3. □

1.4.2. The lower bound. In Section 1.4.1 we proved that ν1 < q+(2g+1)q 1
2 +1,

so by the discussion at the beginning of Section 1.4 we are left with proving the reverse
inequality ν1 > q+O(q 1

2 ). This will follow from Theorem 1.4.5 and a Galois-theoretic
trick. As at the end of the previous section let ϕ : X → P1

k be a morphism of curves.
While in general it is not a Galois cover, by the following lemma we may assume it is
separable, this is, the extension k(X)/ϕ∗k(P1

k) of function fields is separable.

Lemma 1.4.6. Let k be a field of characteristic p and K be a finitely generated field
of transcendence degree one over k. Then there exists t ∈ K such that K/k(t) is finite
and separable.

Proof. Let E ⊆ K be a subfield with [E : K] minimal among the fields for which
there is some t ∈ K such that E/k(t) is separable, and suppose that E ̸= K. Since K/E
is purely inseparable there is some f ∈ K \ E such that fp ∈ E. We claim that E(f)
is separable over k(f), contradicting the minimality of E. Let P (Z, T ) ∈ k[Z, T ] be a
polynomial such that F (Z, t) ∈ k(t)[Z] is irreducible and F (fp, t) = 0. Since fp ∈ E

we have that F (Z, t) is separable. In particular not all the coefficients of F (Z, t) lie
in k(tp) since otherwise P (Z, t) = Q(Z, tp) for some polynomial Q(Z, T ), and so f is a
root of the separable polynomial Q(Z, t). Hence the polynomial P (f, T ) ∈ k(f)[T ] is
separable over k(f), so k(t) is separable over k(f). This implies that E(f) is separable
over k(f), as wanted. □

Hence there exists a finite Galois closure k(Y ) of k(X)/k(t), which corresponds to
some curve Y/k of genus g′. We also may assume Y is geometrically irreducible and
that q > (g′ + 1)4 after base changing to a finite extension of k(Y ) ∩ k if necessary. Let
Y = Yk and G = Gal(k(Y )/k(t)). Since k is algebraically closed in k(Y ) we see that G
is naturally isomorphic to the Galois group of the extension k(Y )/k(t). Consider the
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following commutative diagram:

Y Y

P1
k

P1
k

P1
k P1

k

ψ

ϕF
a

ψ

π

ϕF
a

π

If y ∈ Y is a closed point whose image in P1
k is k-rational then ϕFa ψ(y) = ψ(y), so there

exists some automorphism σ−1 such that ϕFa (y) = ϕσ,r(y) since the Galois-action is
transitive. Furthermore, if y is unramified over P1

k
then such a σ−1 is unique since there

are |G| points lying above ψ(y). This σ−1 is called the Frobenius substitution of y.
Define the set

A = {y ∈ Y (k) : πψ(y) ∈ P1
k(k), y unramified over P1

k
},

which can be decomposed as the disjoint union of the sets

Aσ = {y ∈ Y (k) : πψ(y) ∈ P1
k(k), y unramified over P1

k
, ϕFa (y) = ϕσ,r(y)}

with σ ∈ G. Since Aσ ⊆ Y (k, σ), by Theorem 1.4.5 we have |Aσ| ≤ q + O(q 1
2 ) for all

σ ∈ G. Thus,

|Aσ| = |A| −
∑︂
τ ̸=σ

|Aτ | ≥ |A| − q(|G| − 1) +O(q 1
2 ).

On the other hand, for each w ∈ P1
k(k) there is exactly one point w′ on P1

k
lying above

w, and if w′ is unramified in Y then there are |G| points on Y lying above w′. Hence

|A| = |P1
k(k)||G| +O(1) = (q + 1)|G| +O(1)

where O(1) is bounded by |G| times the number of points on Y ramified over P1
k
, which

is finite by a standard result on Dedekind domains (see for example Theorem 7.3,
Chapter I in [14]) and does not depend on q. Combining the last two equations we
deduce that |Aσ| ≥ q +O(q 1

2 ) for all σ ∈ G.
Finally, the map ψ′ : Y → X is a Galois cover with Galois group some subgroup

H of G. Notice that if σ ∈ H and y ∈ Aσ, then y is unramified over X, and since
X(k) = Y (k)H we have

ψ
′(y) = ϕσ,rψ

′(y) = ψ
′
ϕσ,r(y) = ψ

′
ϕFa (y) = ϕFa ψ

′(y),
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this is, ψ′(y) ∈ X is fixed by the Frobenius, so it is a k-rational point on X. Thus we
have proved that Aσ ⊆ Aσ,X , where

Aσ,X = {y ∈ Y (k) : πXψ
′(y) ∈ X(k), y unramified over X, ϕFa (y) = ϕσ,r(y)}.

Arguing as above with P1
k

replaced by X we find that∑︂
σ∈H

|Aσ,X | = |X(k)||H| +O(1) = ν1|H| +O(1)

where the constant only depends on the number of points on X ramified in Y , whence

ν1 = 1
|H|

∑︂
σ∈H

|Aσ,X | +O(1) ≥ 1
|H|

∑︂
σ∈H

|Aσ| +O(1) ≥ q +O(q 1
2 ),

where the implied constant only depends on the genus of Y and the number of points on
P1
k

ramified in Y and is independent of q. This inequality combined with Theorem 1.4.3
yields ν1 = q + O(q 1

2 ). By base change we also have νr = qr + O(q r
2 ) for all r ≥ 1,

and this concludes the proof of the Riemann hypothesis since the constant does not
depend on r.





CHAPTER 2

Kloosterman and Weil sums

2.1. Exponential sums over finite fields

2.1.1. Characters. Let Fq be a finite field of q elements.

Definition 2.1.1. An additive (resp. multiplicative) character is group homomor-
phism from the additive group F+

q (resp. multiplicative group F×
q ) to the multiplicative

group of nonzero complex numbers C×.

Since Fq is finite, the image of any character is contained in the group µm of mth
roots of unity, where m = q for additive characters and m = q − 1 for multiplicative
characters. More generally, a character on a group G is a group homomorphism ψ ∈
Hom(G,C×). It is well-known that if G is a finite abelian group then there is a (non-
canonical) isomorphism G ≃ Hom(G,C×). In particular, any nontrivial multiplicative
character generates Hom(F×

q ,C×) since F×
q is cyclic. On the other hand, if ψ is a fixed

nontrivial additive character, then every additive character has the form ψa : x ↦→ ψ(ax)
for some a ∈ Fq. Indeed, the map a ↦→ ψa is an isomorphism F+

q → Hom(F+
q ,C×).

Proposition 2.1.2. If G is a finite group then we have the following orthogonality
relations.

∑︂
ψ∈Hom(G,C×)

ψ(x) =

⎧⎪⎨⎪⎩|G|, if x = 1,

0, otherwise,

∑︂
x∈G

ψ(x) =

⎧⎪⎨⎪⎩|G|, if ψ is trivial,

0, otherwise.

If χ is a multiplicative character, we extend its definition to all Fq setting χ(0) = 1
if χ is trivial and χ(0) = 0 otherwise.

2.1.2. Kloosterman sums. There are many different exponential sums that have
been studied in the literature. One of the most well-known ones is the Gauss sum

G(χ, ψ) =
∑︂
x∈Fq

χ(x)ψ(x),

where χ is a multiplicative character and ψ is an additive character, which was used
by C. F. Gauss to prove the quadratic reciprocity law. Another important family of

27
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exponential sums, which are the main object of this chapter, are the so-called Kloost-
erman sums. They have the form

S(ψ, φ) = −
∑︂
x∈F×

q

ψ(x)φ(x−1),

where both ψ and φ are additive characters, and were introduced to study the problem
of the representability of a number by positive definite quadratic forms of four vari-
ables [15] (see also [13, Chapter 20]). They also appear, for example, in the Fourier
expansions of certain modular forms [13, Chapter 16]. More generally, one can define
the Kloosterman-Salié sums

S(χ;ψ, φ) = −
∑︂
x∈F×

q

χ(x)ψ(x)φ(x−1),

which include both the Kloosterman sums (χ trivial) and Gauss sums (φ trivial)
as particular cases. The goal of this chapter is to prove Weil’s bound |S(ψ, φ)| ≤
2√

q for nontrivial characters, and as we shall see the arguments we use follow very
closely those of Chapter 1 to prove the Riemann hypothesis for curves. Indeed, these
exponentials sums are closely related to a particular family of curves for which the
Riemann hypothesis will give the desired estimates. The key idea is to view S(ψ, φ)
not as a single object but as a family of sums Sn(ψ, φ) which are defined over the
extensions Fqn for n ≥ 1. This is analogous to base changing a curve over Fq to the
extension Fqn . To do this, recall that for each positive integer n ≥ 1 we have the trace
Trn : Fqn → Fq and the norm Nn : Fqn → Fq functions, which are given explicitly by

Trn(x) =
∑︂

σ∈Gal(Fqn/Fq)
σ(x), Nn(x) =

∏︂
σ∈Gal(Fqn/Fq)

σ(x).

Then for each integer n ≥ 1 we define the sums

Sn(χ;ψ, φ) = −
∑︂
x∈F×

qn

χ(Nn(x))ψ(Trn(x))φ(Trn(x−1))

and as in the case of curves we arrange them together into a single object, the zeta
function

ζ(χ;ψ, φ; s) = exp
(︄ ∞∑︂
n=1

Sn(χ;ψ, φ)q−ns/n

)︄
.

Our task now is to evaluate explicitly this function, and that is achieved showing that
it is equal to some L-series of the global field Fp(X).
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2.1.3. The L-series of the Kloosterman-Salié sum. Define the norm of a
polynomial h ∈ Fq[X] by N(h) = q− deg h, and suppose η is a multiplicative character
on the group of monic and nonvanishing polynomials in Fq[X]. We extend its definition
to all Fq[X] setting η(h) = 0 if h is not in this group, and we introduce the L-series
L(s, η) = ∑︁

h η(h)N(h)−s, where h runs over all monic polynomials.

Lemma 2.1.3. ζ(χ;ψ, φ; s) = (L(s, η))−1, where η is the character defined by

η(Xd + a1X
d−1 + · · · + ad−1X + ad) = χ((−1)dad)ψ(−a1)φ(−ad−1/ad).

Proof. By the unique factorisation in Fq[X] the L-series L(s, η) admits the Euler
product

L(s, η) =
∏︂
P

(︂
1 − η(P )N(P )−s

)︂−1

where P runs over all monic and irreducible polynomials in Fq[X]. Now taking the
logarithm we have

logL(s, η) = −
∑︂
P

log(1 − η(P )N(P )−s) =
∑︂
P

∑︂
k≥1

η(P k)N(P )−ks

and collecting the polynomials P of degree d for each d ≥ 1 we get

logL(s, η) =
∑︂
d,k≥1

∑︂
degP=d

η(P k)q−dks/k =
∑︂
n≥1

Bnq
−ns/n, where Bn =

∑︂
d=degP |n

dη(P n/d).

Notice that the character η defined in the lemma is multiplicative, and furthermore it
satisfies

ad = (−1)dNd(x), a1 = − Trd(x), ad−1/ad = − Trd(x−1).

Hence, since the trace and the norm are transitive on extensions, and an irreducible
polynomial of degree d has exactly d distinct roots in a fixed algebraic closure Fq as Fq
is perfect, it follows that

Bn =
∑︂
d|n

∑︂
degP=d

∑︂
P (x)=0

χ(Nn(x))ψ(Trn(x))φ(Trn(x−1)).

But the roots of irreducible polynomials of degree divisible by n are exactly the elements
in Fqn , so Bn = −Sn(χ;ψ, φ) and the lemma is proved. □

Theorem 2.1.4. Suppose ψ and φ are nontrivial. Then

ζ(χ;ψ, φ; s) = (1 − S(χ;ψ, φ)q−s + χ(−r)χ(s)q1−2s)−1

where ψ(a) = ξ(ar), φ(b) = ξ(bs) and ξ is any nontrivial additive character.
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Proof. By Lemma 2.1.3 we only have to evaluate L(s, χ). Notice that we can write

L(s, η) =
∑︂
n≥0

Anq
−ns, where An =

∑︂
deg h=d

η(h).

Clearly A0 = 1 since h(X) = 1 is the only monic polynomial of degree 0. Now, the
monic polynomials of degree 1 are X − a with a ∈ Fq, so we have

A1 =
∑︂
a∈F×

q

χ(a)ψ(a)φ(a−1) = −S(χ;ψ, φ).

Similarly, the monic polynomials of degree 2 have the form X2 − aX + b for some
a, b ∈ Fq, so

A2 =
∑︂
a∈Fq

∑︂
b∈F×

q

χ(b)ψ(a)φ(ab−1) = (q − 1)δχ +
∑︂
a∈F×

q

χ(a)ψ(a)
∑︂
b∈F×

q

χ(b)φ(b)

where δχ = 1 if χ is trivial and δχ = 0 otherwise. To simplify this expression further
suppose ψ and φ are nontrivial and assume first that χ is trivial. Then

A2 = q − 1 +
∑︂
a∈F×

q

ψ(a)
∑︂
b∈F×

q

φ(b) = q

on using the orthogonality relations. If χ is nontrivial, fix some nontrivial additive
character ξ and let r, s ∈ Fq be such that ψ(a) = ξ(ar) and φ(b) = ξ(bs). Then

A2 =
∑︂
a∈F×

q

χ(−ar)ξ(−a)
∑︂
b∈F×

q

χ(bs)ξ(b) = χ(−r)χ(s)|G(χ, ξ)|2

and it is well-known that |G(χ, ξ)|2 = q. Thus, in any case we have A2 = χ(−r)χ(s)q.
Finally, for n ≥ 3 we have

An =
∑︂

a1,...,an−1∈Fq

∑︂
an∈F×

q

χ(an)ψ(a1)φ(an−1/an)

= qn−3 ∑︂
a1∈Fq

ψ(a1)
∑︂

an−1∈Fq

∑︂
an∈F×

q

φ(an−1/an)χ(an)

and it evaluates to zero since ψ is nontrivial. □

The case of the Gauss sum is not included in Theorem 2.1.4, but when both χ and
ψ are nontrivial and φ is trivial we observe that A2 vanishes since ∑︁b∈F×

q
χ(b) = 0, and

we still have that An = 0 for all n ≥ 3. Thus ζ(χ;ψ, 1; s) = (1 + G(χ, ψ)q−s)−1, and
from this it follows that so-called Hasse-Davenport relation,

−G(χ, ψ) = (−G(χ, ψ))n.
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On the other hand, writing T = q−s, we see that the zeta function of the Kloosterman
sum S = S(χ, ψ) is (1 −ST +T 2)−1. Therefore, if α and β are the so-called roots of S,
this is, the algebraic integers such that 1 − ST + T 2 = (1 − αT )(1 − βT ), then αβ = q

and we have the relation

Sn(ψ, φ) = αn + βn

for all n ≥ 1. In particular the proof of Weil’s bound is reduced to showing that
|α| ≤ √

q and |β| ≤ q. These inequalities, combined with the fact that αβ = q, give
|α| = |β| = √

q.

2.1.4. Weil sums. Let f(X) be a polynomial in Fq[X] of degree m ≥ 1, ψ be an
additive character and χ be a multiplicative character. Another important family of
exponential sums are the so-called Weil sums, which have the form

Sn(ψ, f) = −
∑︂
x∈Fqn

ψ(Trn(f(x))), Sn(χ, f) = −
∑︂
x∈Fqn

χ(Nn(f(x))).

Let us start studying Sn(ψ, f). As the Kloosterman sums, these sums have an
associated zeta function, namely

ζ(ψ; f ; s) = exp
(︄ ∞∑︂
n=1

Sn(ψ; f)q−ns/n

)︄
,

and a result analogous to Theorem 2.1.4 holds. Precisely, we have the following ratio-
nality theorem.

Theorem 2.1.5. Suppose f(X) has degree m ≥ 1 relatively prime to q and let ψ be
a nontrivial additive character. Then there exists a polynomial Q(T ) of degree at most
m− 1 such that Q(0) = 1 and ζ(ψ; f ; s) = 1/Q(q−s).

In other words, if ω1, . . . , ωm−1 are the roots of Sn(ψ, f), this is, the algebraic num-
bers such that Q(T ) = ∏︁m−1

i=1 (1 − ωiT ), then for all n ≥ 1 we have

Sn(ψ, f) = ωn1 + · · · + ωnm−1.

The proof of this theorem will follow very closely that of Theorem 2.1.4. First we prove
that the zeta function is the inverse of some L-function, and then we show that this
L-function is a polynomial of degree at most m− 1.

Proof of Theorem 2.1.5. Write f(X) = ∑︁m
i=0 biX

i. To construct the required
L-function let η be the multiplicative character on the group of all monic polynomials
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h(X) ∈ Fq[X] defined by

η(h) = χ(f(α1) + · · · + f(αn))

where α1, . . . , αn are the roots of h in a fixed algebraic closure Fq. Notice that η is
well-defined, i.e., f(α1) + · · · + f(αn) ∈ Fq, since

f(α1) + · · · + f(αn) =
m∑︂
k=0

bksk(α1, . . . , αn),

where sk(X1, . . . , Xn) = Xk
1 + · · · +Xk

n ∈ Fq[X1, . . . , Xn] is a symmetric polynomial for
each k ≥ 0. Furthermore, we see that sk(α1, . . . , αn) is exactly Trn(α1). Now arguing
as in Section 2.1.3 we have that

L(s, η) =
∑︂
h

η(h)N(h)−s = exp
(︄∑︂
n≥1

Bnq
−ns/n

)︄

where

Bn =
∑︂

d=degP |n
dη(P n/d) =

∑︂
d|n

∑︂
degP=d

∑︂
P (x)=0

ψ(Trn(f(x))) = −S(f ;ψ),

whence ζ(ψ; f ; s) = (L(s, η))−1, as claimed.
The last step to prove Theorem 2.1.5 is to show that An = 0 for all n ≥ m, where

L(s, η) = ∑︁
n≥0 Anq

−ns, which implies that L(s, η) is a polynomial in q−s of degree at
most m − 1. We need the following explicit formula, known as Waring’s formula,
which expresses the symmetric polynomial sk(X1, . . . , Xn) in terms of the elementary
symmetric polynomials σr(X1, . . . , Xn).

Lemma 2.1.6. For all k ≥ 1 we have

sk =
∑︂

k=t1+2t2+···+ntn
t=t1+···+tn

(−1)k−t k
t
Ct
t1,...,trσ

t1
1 · · · σtnn

where the sum is over all the tuples (t1, . . . , tn) of non-negative integers satisfying the
condition k = t1 + 2t2 + · · · + ntn.

Proof. The formula follows from the following formal computation. We have
∑︂
k≥1

skT
k/k =

n∑︂
i=1

∑︂
k≥1

skX
k
i T

k/k = −
n∑︂
i=1

log(1 −XiT )

= − log
(︂ n∏︂
i=1

(1 −XiT )
)︂

= − log
(︂
1 −

n∑︂
i=1

(−1)i−1σiT
i
)︂
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and using the power series expansion of the logarithm we have that the right hand side
is exactly∑︂

t≥1

(︂ n∑︂
i=1

(−1)i−1σiT
i
)︂t
/t =

∑︂
k≥1

T k/k
∑︂

k=t1+2t2+···+ntn
t=t1+···+tn

(−1)k−tCt
t1,...,tr

k
t
σt11 · · ·σtnn .

Now it suffices to compare the coefficients of T k. □

It now follows from Lemma 2.1.6 that σm only appears in the formula for sk if
m ≤ max(k, n), and if k = m ≤ n then the coefficient of σm is exactly (−1)m−1m.
Hence, if n ≥ m, then there exists some polynomial Gn of m− 1 variables such that

f(X1) + · · · + f(Xr) =
m∑︂
k=0

bksk(X1, . . . , Xn) = (−1)m−1mbmσm +Gn(σ1, . . . , σm−1)

and consequently for the polynomial h(X) = Xn − a1X
n−1 + · · · + (−1)nan we have

η(h) = χ((−1)m−1mambm +Gn(a1, . . . , am−1)).

Thus, for all n ≥ m it follows that

An =
∑︂

a1,...,an∈Fq

η(Xn − a1X
n−1 + · · · + (−1)nan)

=
∑︂

a1,...,an∈Fq

χ((−1)m−1mambm +Gn(a1, . . . , am−1))

= qn−m ∑︂
am∈Fq

χ((−1)m−1mambm)
∑︂

a1,...,am−1∈Fq

χ(Gn(a1, . . . , am−1))

and the first sum evaluates to zero since (−1)m−1mbm ̸= 0 as m and q are relatively
prime by hypothesis. This finishes the proof of Theorem 2.1.5. □

Now we turn our attention to the other class of Weil sums, namely Sn(χ, f) for
multiplicative characters χ. We define similarly the associated zeta function ζ(χ; f ; s),
and in this case the rationality theorem takes the following form.

Theorem 2.1.7. Let χ be a multiplicative character of order r > 1 and let f(X) be
a non-constant monic polynomial which is not an rth power of a polynomial. Let d be
the number of distinct roots of f in a fixed algebraic closure of Fq. Then there exists a
polynomial Q(T ) of degree at most d− 1 such that Q(0) = 1 and ζ(χ; f ; s) = 1/Q(q−s).

Proof. Again we proceed as in the proof of Theorem 2.1.4. Consider the L-function
L(s, η), where η is the multiplicative character defined by

η(h) = χ(f(α1) · · · f(αn)) = χ(Nn(f(α1)))
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and α1, . . . , αn are the roots of h(X) ∈ Fq[X] in Fq. Then we also have in this case that
ζ(χ; f ; s) = (L(s, η))−1, and we only need to show that An = 0 for all n ≥ d, where
L(s, η) = ∑︁

n≥0 Anq
−ns. Factor f in Fq[X] as a product of monic and pairwise distinct

irreducible polynomials,

f = f e1
1 · · · f eℓ

ℓ ,

and fix a root βi of each fi. Also let rad(f) = f1 · · · fℓ and put Ei = Fq[X]/(fi) = Fq(βi),
which is a finite extension of Fq. Notice that, if h is a monic polynomial of degree n
and α is a fixed root of h, then

η(h) = χ(Nn(f(α))) =
ℓ∏︂
i=1

χei(Nn(fi(α))) = χ((−1)n deg f )
ℓ∏︂
i=1

χei(NEi/Fq(h(βi))),

and if we extend η to all Fq[X] letting η(h) = 0 if h is not monic then this formula
shows in particular that η : Fq[X] → C× factors through Fq[X]/(rad(f)) → C× since
rad(f)(βi) = 0 for all βi. Furthermore, by the Chinese Remainder Theorem we have an
isomorphism

Fq[X]/(rad(f)) →
ℓ∏︂
i=1

Ei, h+ rad(f) ↦→ (h(β1), . . . , h(βℓ)).

Let Sn be the set of monic polynomials of degree n. Then the composition

Sn ↪→ Fq[X] ↠ Fq[X]/(rad(f)) ≃
ℓ∏︂
i=1

Ei, h ↦→ (h(β1), . . . , h(βℓ))

is surjective if n ≥ d = deg rad(f), and two polynomials h and h′ in Sn have the same
image if and only if h′ = h + g rad(f) for some polynomial g of degree < n − d. Since
there are qn−d choices of g we have, for n ≥ d,

An =
∑︂
h∈Sn

η(h) = qn−dχ((−1)n deg f )
∑︂
x1∈E1

χe1(NE1/Fq(x1)) · · ·
∑︂
xℓ∈Eℓ

χeℓ(NEℓ/Fq(xℓ)),

and since not all ei are multiple of r as f is not an rth power, at least one of χe1 , . . . , χeℓ

is nontrivial, whence An = 0 and Theorem 2.1.7 is proved. □

2.2. Weil’s bound

2.2.1. Weil’s bound for Kloosterman sums. The goal of this section is to
prove the following celebrated theorem by Weil which gives the optimal bound for the
Kloosterman sums.
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Theorem 2.2.1. Suppose q is odd and let ψ and φ be nontrivial additive characters
on Fq. Then the roots of the Kloosterman sum S(ψ, φ) have norm √

q and

|S(ψ, φ)| ≤ 2√
q.

Since any additive character has the form x ↦→ ψ(ax) for some a, where ψ is a fixed
nontrivial character, to prove Theorem 2.2.1 it suffices to consider the sum

S(ψ; a, b) = −
∑︂
x∈F×

q

ψ(ax+ bx−1)

for a, b ∈ F×
q . The key idea in the proof is to show that the average value of S(ψ; a, b)

over all characters ψ is related to the number of rational points on a hyperelliptic
curve of the form Y 2 = f(X), where f(X) is some polynomial. The same is true
for Sn(ψ; a, b) for all n ≥ 1, and thus we can argue as in Chapter 1 to conclude that
the roots of S(ψ; a, b) have norm √

q. In any case, we will prove again the Riemann
hypothesis in this special case in Section 2.3 following Stepanov’s original argument,
which is similar to Bombieri’s but more explicit.

Proposition 2.2.2. Let αψ and βψ be the roots of S(ψ; a, b) for each nontrivial ψ,
so that Sn(ψ; a, b) = αnψ + βnψ for n ≥ 1. Then

Nn = qn − 1 −
∑︂
ψ ̸=1

(αnψ + βnψ)

where Nn is the number of Fqn-rational points lying on the curve Z2 = (Y q −Y )2 − 4ab.

The proof of the proposition is based on the following preliminary result.

Lemma 2.2.3. For all x ∈ Fqn we have∑︂
ψ

ψ(Trn(x)) = |{y ∈ Fqn : yq − y = x}|

where ψ runs over all additive characters on Fq.

Proof. First we note that the Artin–Schreier polynomial Y q − Y − x splits
completely in Fqn [Y ] when x = yq − y for some y ∈ Fqn , and it has no roots in Fqn

otherwise. Indeed, if y is a root of Y q − Y − x in a fixed algebraic closure of Fq, then
we see that y + z is also root for all z ∈ Fq. Hence this polynomial has a root in
Fqn if and only if y ∈ Fqn , in which case x = yq − y. Conversely, if x = yq − y then
Y q − Y − x = f(Y − y), where f(Y ) = Y q − Y , so Y q − Y − x has q roots in Fqn .
Hence by the additive version of Hilbert’s theorem 90 we know that x has the form
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yq − y exactly when Trn(x) = 0, and using the orthogonality relations the formula of
the lemma follows. □

Proof of Proposition 2.2.2. Put g(X) = aX + bX−1 ∈ Fq(X). Then by
Lemma 2.2.3 we have

−
∑︂
ψ

Sn(ψ; a, b) =
∑︂
ψ

∑︂
x∈F×

pn

ψ(Trn(g(x))) = Nn

where Nn is the number of points (x, y) ∈ F×
qn × Fqn such that yq − y = g(x). Thus,

since −Sn(1; a, b) = |F×
qn| = qn − 1, we have

Nn = qn − 1 −
∑︂
ψ ̸=1

(αnψ + βnψ)

and it suffices to show that Nn is the number of points on the hyperelliptic curve
Z2 = (Y q − Y )2 − 4ab. But Nn is exactly the number of points (x, y) ∈ Fqn × Fqn

satisfying
ax2 − (yq − y)x+ b = 0,

and this is a quadratic equation on x. Since the characteristic of Fq is odd, the number
of solutions to this equation coincides with the number of solutions to the discriminant
equation (yq − y)2 − 4ab = z2, and this proves the claim. □

Thus, if C/Fq is the affine algebraic curve defined by the equation Z2 − f(Y ) = 0,
where f(Y ) = (Y q −Y )2 −4ab, we have that Nn = |C(Fqn)|. Let Fq be a fixed algebraic
closure of Fq. Since 4ab ̸= 0, the polynomial f(Y ) is not a square in Fq[Y ], so Z2 −f(Y )
is irreducible over Fq[Y, Z] and this means that C is geometrically irreducible. Thus by
Theorem 1.4.3 we know that for n large enough the estimate Nn − q = O(q n

2 ) holds. In
fact, for this family of curves Stepanov’s method gives the following explicit result,
which we will prove in the following section.

Theorem 2.2.4. Let f ∈ Fq[X] be a polynomial of degree m = deg f ≥ 3 and such
that Y 2 − f(X) is irreducible over Fq[X, Y ]. If q ≥ 8m and N is the number of pairs
(x, y) ∈ Fq × Fq such that y2 = f(x), then

|N − q| < 5m√
q.

Proof of Theorem 2.2.1. By Theorem 2.2.4 it follows that |Nn − qn| < 5mq n
2

if qn > 8m, where m = deg f = 2q, and therefore⃓⃓⃓∑︂
ψ ̸=1

(αnψ + βnψ)
⃓⃓⃓
≤ 1 + 10q1+ n

2 = O(q n
2 )
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for all n such that qn ≥ 16q. Then an application of Lemma 1.4.1 yields |αψ| ≤ √
q and

|βψ| ≤ √
q for all nontrivial ψ, and as we remarked at the end of Section 2.1.3 this is

enough to prove Theorem 2.2.1. □

To finish this section we prove that the constant 2 in Theorem 2.2.1 is optimal for
fixed a, b and p.

Proposition 2.2.5. Let a, b and q be fixed. Then |S(ψ, φ)| < 2√
q, and for all

ε > 0 there exists some integer n ≥ 1 such that |Sn(ψ; a, b)| > (2 − ε)qn/2.

Proof. Write αψ = √
qe2πiθ for some θ, so that βψ = √

qe−2πiθ. Then

|Sn(ψ; a, b)| = 2q n
2 |cos(2πnθ)|

and either θ is a rational number, in which case cos(2πnθ) = 1 for n large enough, or
θ is irrational. In the latter case the sequence |cos(2πnθ)| is dense in [0, 1], so for all
ε > 0 there exist infinitely many n such that |Sn(ψ; a, b)| ≥ (2 − ε)qn/2. This proves the
optimality of the bound, and we are left with proving that the bound is never attained,
this is, S(ψ; a, b) = ±2√

q never occurs. Indeed, in this case S(ψ; a, b)2 is multiple
of p, the characteristic of Fq. But S(ψ; a, b) is a sum of qth roots of unity, and each
of them is congruent to 1 modulo the ideal (1 − ζ)Z[ζ], where ζ is a fixed pth root
of unity. Hence S(ψ; a, b) ≡ q − 1 (mod (1 − ζ)Z[ζ]), which is a contradiction since
(1 − ζ)Z[ζ] ∩ Z = pZ. □

2.2.2. Weil’s bound for Weil sums. Bounds similar to the one given in Theo-
rem 2.2.1 also hold for the Weil sums S(ψ, f) and S(χ, f).

Theorem 2.2.6. Suppose f(X) has degree m ≥ 1 relatively prime to q and let ψ be
a nontrivial additive character. Then

|S(ψ, f)| ≤ (m− 1)√q.

Theorem 2.2.7. Let χ be a multiplicative character of order r > 1 and let f(X) be
a non-constant monic polynomial which is not an rth power of a polynomial. Let d be
the number of distinct roots of f in a fixed algebraic closure of Fq. Then

|S(χ, f)| ≤ (d− 1)√q.

As a consequence of Theorems 2.1.5 and 2.1.7, to prove Theorems 2.2.6 and 2.2.7 it
suffices to show that the roots of S(ψ, f) and S(χ, f) have absolute value bounded by
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√
q, which is a weak form of the Riemann hypothesis. To handle the sum S(χ, f), we

use the following generalisation of Theorem 2.2.4.

Theorem 2.2.8. Let r ≥ 2 be a divisor of q − 1 and let f ∈ Fq[X] be a polynomial
of degree m ≥ 1 and such that Y r − f(X) is irreducible over Fq[X, Y ]. Then for
q ≥ 100rm2 the number N of Fq-rational points on the curve Y r − f(X) = 0 satisfies

|N − q| < 4mr 3
2 q

1
2 .

We omit the proof of Theorem 2.2.8 as it is very similar to that of Theorem 2.2.4.
We refer the reader to Theorem 6.53 in [16].

Before proving Theorem 2.2.7, we prove the following lemma that gives a criterion
to detect when the polynomial Y r − f(X) is irreducible over Fq[X, Y ].

Lemma 2.2.9. Let k be a field, k be a fixed algebraic closure, and f ∈ k[X] be a
polynomial of degree m ≥ 1. Let

f(X) = a(X − α1)e1 · · · (X − αd)ed

be the factorisation of f in k[X], where α1, . . . , αd are the distinct roots of f . Then
Y r − f(X) is irreducible over k[X, Y ] if and only if gcd(r, e1, . . . , ed) = 1.

Proof. Suppose first that e = gcd(r, e1, . . . , ed) > 1, and put

g(X) = b(X − α1)e1/e · · · (X − αd)ed/e

where b ∈ k is any element such that be = a. If s = r/e, then Y s − ge(X) divides
Y r − f(X), so Y r − f(X) is not irreducible over k[X, Y ]. Conversely, suppose that
Y r−f(X) is reducible over k[X, Y ], and therefore over K[X, Y ] for some finite extension
K of k, and let K(X) be an algebraic closure of K(X). We may assume that K
contains a primitive rth roots of unity ζr. Then there exists a non-constant polynomial
F (X, Y ) ∈ K[X, Y ] dividing Y m−f(X), and if ξ ∈ K(X) is a fixed root of Y m−f(X) ∈
K(X)[Y ], then we have the factorisation

Y r − f(X) =
r∏︂
i=1

(Y − ξζ ir),

which implies, by unique factorisation of polynomials in K(X)[Y ], that there exists
some nonempty subset I ⊆ {1, . . . , r} of cardinality |I| < r such that

F (X, Y ) =
∏︂
i∈I

(Y − ξζ ir).
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In particular comparing constant terms it follows that ξ|I| ∈ K[X]. Let w ≤ |I| < r be
the least positive integer such that ξw ∈ K(X). Clearly if Y u ∈ K(X) then u is multiple
of w, so t = r/w > 1 is an integer and we claim that it divides gcd(r, e1, . . . , ed). Indeed,
write ξw = g/h for some g, h ∈ K[X]. Then fht = gt, so comparing the multiplicities
of the roots we must have that t divides ei for each i, as wanted. □

Proof of Theorem 2.2.7. Let ℓ be large enough so that qℓ ≥ 100rm2 and f(X)
splits completely in Fqℓ , and let

f(X) = (X − α1)e1 · · · (X − αd)ed

be the factorisation of f in Fqℓ [X], where α1, . . . , αd are the distinct roots of f(X).
Since f is not an rth power by hypothesis, the number e = gcd(m, e1, . . . , ed) is a
proper divisor of r, so s = r/e > 1. Define the polynomial

g(X) = (X − α1)e1/e · · · (X − αd)ed/e ∈ Fqℓ [X]

which satisfies ge = f . Then for all n ≥ 1 we have that

Sℓn(χ, f) = −
∑︂
x∈Fℓn

q

χ(Nℓn(f(x))) = −
∑︂
x∈Fℓn

q

χe(Nℓn(g(x))) = −
∑︂
x∈Fℓn

q

λ(g(x))

where λ is the character χe ◦ Nℓn, which has order s = r/e and in particular it is
nontrivial. If we fix a primitive sth root of unity ζs, then we can write

Sℓn(χ, f) = −
s−1∑︂
i=0

Aiζ
i
s, where Ai = |{x ∈ Fqℓn : λ(f(x)) = ζ is}|,

and if x0 ∈ Fqℓn is any fixed element such that λ(x0) = ζs, which exists since λ has
order exactly s, then Ai is exactly the number of x ∈ Fqℓn satisfying x−i

0 g(x) ∈ (E×)s.
Furthermore, Ai = Bi/s, where Bi is the number of pairs (x, y) ∈ Fqℓn × Fqℓn such
that x−i

0 g(x) = ys and y ̸= 0. Thus, if Ni is the number of Fqℓn-rational points on
the curve Y s = x−i

0 g(X), which is geometrically irreducible by Lemma 2.2.9, then
Ni = qℓn +O(q ℓn

2 ) by Theorem 2.2.8 and |Ni −Bi| is bounded by a constant. Hence it
follows that Ai = qℓn/s+O(q ℓn

2 ), whence

Sℓn(χ, f) = −
s−1∑︂
i=0

Aiζ
i
s = O(q ℓn

2 ).

If ω1, . . . , ωd−1 are the roots of the sum S(χ, f), then Sℓn(χ, f) = ωℓn1 + · · · + ωℓnd−1 and
by Lemma 1.4.1 we deduce that |ωi|ℓ ≤ q

ℓ
2 , which finishes the proof of the theorem. □
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To prove Theorem 2.2.7 we need the following result similar to Theorem 2.2.8, which
is Theorem 6.59 in [16].

Theorem 2.2.10. Let f ∈ Fq[X] be a polynomial of degree m ≥ 1 and suppose
gcd(n, q) = 1. Let n ≥ 1 and b ∈ Fqn. Then, if N(b) is the number of x ∈ Fqn such
that Trn(f(x)) = b, we have

|N(b) − qn−1| < 2m2q
n
2 +4.

Proof of Theorem 2.2.7. If N(b) is an in Theorem 2.2.10, then we have

Sn(ψ, f) = −
∑︂
x∈Fqn

ψ(Trn(f(x))) = −
∑︂
b∈Fq

N(b)ψ(b) = O(q n
2 )

and now it suffices to argue as in the proof of Theorem 2.2.7 using Lemma 1.4.1. □

2.3. Stepanov’s argument

In this section we use Stepanov’s approach to prove Theorem 2.2.4, which gives
an estimate for the number of rational points on a distinguished class of hyperelliptic
curves. The proof is very similar to the one we gave in Chapter 1, but in this case one
constructs a polynomial vanishing at the first coordinates of the points on that curve
with high order. The construction is explicit and is based on solving a large system
of homogeneous equations which guarantees that the polynomial satisfies the required
conditions. Since we are working in positive characteristic derivatives can no longer be
used to determine the order of a zero, so we will need to replace them with the so-called
Hasse derivatives. They are studied in Section 2.3.1.

We may assume that p is odd since for p = 2 the map x ↦→ x2 is an automorphism
of Fq, so N = q and the inequality trivially holds. Thus let p ≥ 3, and define the
polynomial g = f c, where c = 1

2(p− 1). It is well-known that x is a square in F×
q if and

only if xc = 1, so

N = N0 + 2N1, where Na = |{x ∈ Fq : g(x) = a}| for a ∈ Fq.

In particular N ≤ 2(N0 + N1). On the other hand, since g(x) can only be 0, 1 or −1,
we must have N−1 +N0 +N1 = q and consequently N ≥ 2N1 = 2q−2(N0 +N−1). Thus
to prove Theorem 2.2.4 we only need to show that N0 +Na <

1
2q + 5

2m
√
q for a = ±1.

But N0 +Na is exactly the cardinality of the set

Sa = {x ∈ Fq : f(x) = 0 or g(x) = a},
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and the desired inequality follows easily from the following proposition, whose proof
will be given in Section 2.3.2.

Proposition 2.3.1. Suppose q ≥ 8m and let ℓ be an integer such that ℓ ≤ q/4 − 1.
Then there exists a nonzero polynomial r ∈ Fq[X] of degree

deg r < mq + ℓ
(︃
q

2 + (ℓ− 1)m
)︃

with a zero of order at least ℓ at all points in Sa.

Indeed, let ℓ be the unique integer satisfying ℓ− 1 < 1
2
√
q ≤ ℓ. Then

ℓ ≤ 1
2
√
q + 1 ≤ q/4 − 1 since q ≥ 8m ≥ 24 > 16,

so by Proposition 2.3.1 we have

ℓ|Sa| ≤ deg r < mq + ℓ
(︃
q

2 + (ℓ− 1)m
)︃

≤ 2mℓ√q + ℓ
(︃
q

2 + m

2
√
q
)︃
,

whence |Sa| < 1
2q + 5

2m
√
q, as claimed.

2.3.1. Hasse derivatives. In characteristic zero we know that the order of vanish-
ing of a polynomial f(X) at some point a is exactly the order of the first nonvanishing
derivative of f(X) at a. This, however, is no longer true in positive characteristic as the
polynomial Xp shows. The Hasse derivatives are introduced to deal with this problem.
They are defined by

EkXn =
(︄
n

k

)︄
Xn−k

for n, k ≥ 0, and extended to all polynomials by linearity. In the next two lemmas we
study some elementary properties they satisfy which will be needed in Section 2.3.2.

Lemma 2.3.2. The Hasse derivatives satisfy the following properties.

(1) Ek(fg) = ∑︁k
j=0(Ejf)(Ek−jg) for all polynomials f, g.

(2) Ek(X − a)r =
(︂
r
k

)︂
(X − a)r−k for all k, r ≥ 0 and a ∈ Fq.

(3) For all k, r ≥ 0 with k ≤ r and all polynomials f, g there exists a polynomial h
of degree bounded by deg f + k deg g − k such that Ek(fgr) = hgr−k.

(4) For all k < q and all h ∈ Fq[X, Y ] the polynomial r(X) = h(X,Xq) satisfies
Ekr(X) = (Ek

Xh)(X,Xq), where Ek
Xh is the Hasse derivative of h with respect

to the variable X.
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Proof. By linearity of the Hasse derivative it suffices to consider f(X) = Xn,
g(X) = Xm in part (1) and h(X, Y ) = XnY m in part (4) for integers n,m ≥ 0. Then
(1) and (2) follow from the combinatorial identities

k∑︂
j=0

(︄
m

j

)︄(︄
n

k − j

)︄
=
(︄
n+m

k

)︄
,

r∑︂
j=k

(︄
r

j

)︄(︄
j

k

)︄
Xk−j(−a)r−j =

(︄
r

k

)︄
(X − a)r−k

while (4) follows from

Ekr(X) = EkXn+mq =
k∑︂
j=0

(Ek−jXn)(EjXmq) =
(︄
n

k

)︄
Xn+mq−k = (Ek

Xh)(X,Xq)

on using that
(︂
mq
j

)︂
= 0 for all 0 < j < q. Finally, by (1) and induction we have

Ek(fgr) =
∑︂

j1+···+jr=k
(Ej1fg)(Ej2g) · · · (Ejrg),

and since k ≤ r there are at least r − k indices among the ji’s which are zero. This
implies that each summand is multiple of gr−k, and its degree is bounded by

deg f + r deg g − (j1 + · · · + jr) = deg f + r deg g − k

as required. □

Lemma 2.3.3. Let f ∈ Fq[X] and suppose that (Ekf)(a) = 0 for all k < ℓ. Then f

has a zero of order at least ℓ at a.

Proof. By Lemma 2.3.2(2) we may suppose a = 0. If we write f(X) = ∑︁
i≥0 aiX

i

then (Ekf)(X) = ∑︁
i≥k ai

(︂
i
k

)︂
X i−k, so ak = 0 for all k < ℓ, as wanted. □

2.3.2. Construction of the auxiliary polynomial. To end the proof of Theo-
rem 2.2.4 we only need to construct the polynomial r ∈ Fq[X] of Proposition 2.3.1. We
assume it has the form

r(X) = f ℓ(X)
J−1∑︂
j=0

(rj(X) + sj(X)g(X))Xjq

for some large integer J and some polynomials rj and sj of degrees ≤ c − m that we
have to determine. There are three conditions we want r to satisfy. First, each x ∈ Sa

has to be a zero of r of multiplicity at least ℓ. Second, r cannot be identically zero,
and finally the degree of r must be bounded by the quantity given in Proposition 2.3.1.
Notice that if x ∈ Sa is already a zero of f then clearly it is a zero of order at least ℓ
of r. Hence we may suppose f(x) ̸= 0.
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Lemma 2.3.4. For all k ≤ ℓ < q there exist polynomials r(k)
j and s

(k)
j of degrees

bounded by c−m+ k(m− 1) and whose coefficients depend linearly on the coefficients
of rj and sj such that

Ekr(X) = f ℓ−k(X)
J−1∑︂
j=0

(r(k)
j (X) + s

(k)
j (X)g(X))Xjq.

In particular, if x ∈ Sa then

Ekr(x) = f ℓ−k(x)σ(k)(x), where σ(k)(X) =
J−1∑︂
j=0

(r(k)
j (X) + as

(k)
j (X))Xj.

Proof. We can write r(X) = h(X,Xq), where h ∈ Fq[X, Y ] is the polynomial

h(X, Y ) = f ℓ(X)
J−1∑︂
j=0

(rj(X) + sj(X)f c(X))Y j.

Hence, by Lemma 2.3.2(4) we have

Ekr =
J−1∑︂
j=0

(Ek(f ℓrj) + Ek(f ℓ+csj))Xjq

and now it suffices to apply Lemma 2.3.2(3) to conclude. □

We can now finish the proof of Proposition 2.3.1, and thus of Theorem 2.2.4. By
Lemmas 2.3.3 and 2.3.4 we have that x is a zero of r of order at least ℓ if σ(k)(x) = 0
for all k < ℓ. Consider then the homogeneous system of linear equations

σ(k)(X) = 0, for 0 ≤ k < ℓ

on the coefficients of rj and sj. Since the number of equations is bounded by
ℓ−1∑︂
k=0

(deg σ(k) + 1) ≤
ℓ−1∑︂
k=0

(J + c−m+ k(m− 1)) = ℓ(J + c−m) + 1
2ℓ(ℓ− 1)(m− 1)

and the number of coefficients is at least 2(c−m)J , we have that there is a nontrivial
solution as long as the integer J satisfies

2(c−m)J > ℓ(J + c−m) + 1
2ℓ(ℓ− 1)(m− 1).

We can rewrite this inequality as

(2(c−m) − ℓ)
(︄
J − ℓc

q
− ℓ

2q

)︄
>
ℓ

2 (1 + (ℓ− 1)m)

and since

2(c−m) − ℓ = q − 1 − 2m− ℓ ≥ q

2 for ℓ ≤ q/4 − 1, m ≤ q/8
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it suffices to take any J satisfying

J >
ℓc

q
+ ℓ

2q + ℓ

q
(1 + (ℓ− 1)m) = ℓ

q

(︃
q

2 + 1 + (ℓ− 1)m
)︃
.

In fact, let J be the smallest of such integers. Then

deg r ≤ ℓ deg f + (c−m) + deg g + (J − 1)q

< ℓm+ c+ cm+ ℓ
(︃
q

2 + 1 + (ℓ− 1)m
)︃

and since m ≥ 3 and m ≤ q/8, ℓ ≤ q/4, we have

ℓm+ c+ cm+ ℓ ≤ mq
(︃1

4 + 1
6 + 1

2 + 1
12

)︃
= mq

so
deg r < mq + ℓ

(︃
q

2 + (ℓ− 1)m
)︃

as wanted. We are left with proving that r is not identically zero, and this will be
a consequence of the geometric irreducibility of the hyperelliptic curve Y 2 = f(X).
Indeed, suppose that r is identically zero, and after replacing X with X − x for some
appropriate x ∈ Fq if necessary suppose that f(0) ̸= 0. This is possible because the
degree of f is less than q. We want to show that rj = sj = 0 for all j. Assume otherwise
and let j0 be the smallest index such that either rj0 or sj0 is nonzero. Then we have

h0(X) + g(X)h1(X) = 0

where
h0(X) =

J−1∑︂
j=j0

rj(X)X(j−j0)q, h1(X) =
J−1∑︂
j=j0

sj(X)X(j−j0)q.

Squaring this relation and multiplying by f(X) we obtain

h2
0(X)f(X) = h2

1(X)f q(X) = h2
1(X)f(Xq) ≡ h2

1(X)f(0) (mod Xq)

whence r2
j0(X)f(X) ≡ s2

j0(X)f(0) (mod Xq). But deg r2
j0f ≤ 2(c − m) + m < q and

deg s2
j0 ≤ 2(c − m) < q, so we must have r2

j0f = s2
j0f(0). Since f(0) is a square in

Fq, so is f in Fq[X], and this contradicts that Y 2 − f(X) is irreducible in Fq[X, Y ] by
hypothesis.



CHAPTER 3

Heilbronn’s exponential sum

3.1. Introduction

Let p be a prime, and define the function e(x) = exp(2πix), which has period 1. In
the 1940s Heilbronn asked whether the exponential sum

H(a) =
p∑︂

n=1
e
(︂anp
p2

)︂
,

for a relatively prime to p, is o(p) as p → ∞. Notice that, if n ≡ m (mod p), then
np ≡ mp (mod p2), so we can let the variable n range over the elements of the finite
field Fp instead, this is, H(a) is a complete sum. This problem was not solved until
1996, when Heath-Brown [10] proved the estimate H(a) ≪ p11/12 uniformly on a

using Stepanov’s method in a striking way. This bound was subsequently improved
to H(a) ≪ p7/8 by Heath-Brown and Konyagin [11] using a refined version of the
same method, and more recently to H(a) ≪ p59/68 log5/34 p by Shkredov [24] and to
H(a) ≪ p5/6 log1/6 p by Shkredov [25]. In this chapter we follow [11] and [28] to prove
that the sum

Hp(a, χ) =
p∑︂

n=1
χ(n)e

(︂anp
p2

)︂
is ≪ p7/8 as p → ∞ uniformly in a coprime to p for all multiplicative characters χ on
Fp. In fact, we will prove that

(3.1.1)
p∑︂
r=1

|Hp(a+ rp, χ)|4 ≪ p7/2

which is enough to deduce the claim.

Theorem 3.1.2. Hp(a, χ) ≪ p7/8 uniformly in a and χ.

In particular using this bound we recover the main result of [28] with p7/8 instead
of p11/12. This corollary was improved later to ≪ (h, p− 1)11/16p7/8 by Puchta [21].

Corollary 3.1.3. For all h ≥ 1 we have
p−1∑︂
n=1

e
(︂anhp
p2

)︂
≪ (h, p− 1)p7/8.

45
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Proof of Corollary 3.1.3. Replacing h with (h, p − 1) we may suppose that
h divides p − 1. Notice that the number of solutions to nh ≡ m (mod p) is exactly∑︁
χ χ(m), where χ runs over all multiplicative characters on Fp satisfying χh = 1. Hence

p−1∑︂
n=1

e
(︂anhp
p2

)︂
=
∑︂
χ

p−1∑︂
m=1

χ(m)e
(︂amp

p2

)︂
=
∑︂
χ

Hp(a, χ)

and since there are h such characters the claim follows from Theorem 3.1.2. □

We start proving the following lemma, which gives a bound for the sum of Equa-
tion 3.1.1 in terms of the number of solutions to some polynomial equation. To ease
notation write H(a, χ) = Hp(a, χ) and define

H0(a, χ) =
p−1∑︂
n=1

χ(n)e
(︂anp
p2

)︂
and H0(a) = H0(a, 1).

Lemma 3.1.4. Let f(X) = X + X2

2 + · · · + Xp−1

p−1 ∈ Fp[X] and

Mp = |{(x1, x2) ∈ F×
p × F×

p : f(x1) = f(x2)}|.

Then ∑︁p
r=1 |H0(a+ rp, χ)|4 ≤ p2(p− 1 +Mp).

Proof. We perform the following simple manipulations. Then from the equality
H0(a, χ) = χ(m)H0(amp, χ) for all m coprime to p we have

(p− 1)
p∑︂
r=1

|H0(a+ rp, χ)|4 =
p∑︂
r=1

p−1∑︂
m=1

|H0((a+ rp)mp, χ)|4 ≤
p2∑︂
n=1

|H0(n, χ)|4.

The last inequality follows since the numbers

(a+ rp)mp with 1 ≤ r ≤ p and 1 ≤ m ≤ p− 1

are pairwise distinct modulo p2. Indeed, if (a + rp)mp ≡ (a + sp)np (mod p2) then
reducing modulo p we find that m ≡ n (mod p) since a is not divisible by p, whence
m = n and this readily implies that r = s. Thus,

(p− 1)
p∑︂
r=1

|H0(a+ rp, χ)|4 ≤
p−1∑︂

m1,...,m4=1
χ(m1m2)χ(m3m4)

p2∑︂
n=1

e
(︂(mp

1 +mp
2 −mp

3 −mp
4)n

p2

)︂
and the right hand side is bounded by p2Np, where

Np = |{1 ≤ m1,m2,m3,m4 ≤ p− 1 : mp
1 +mp

2 ≡ mp
3 +mp

4 (mod p2)}|.

Reducing modulo p in the above condition we must have m1 +m2 ≡ m3 +m4 (mod p).
Let b ≡ m1 − m3 (mod p), so that also b ≡ m4 − m2 (mod p). If b is divisible by p

then m1 = m3 and m2 = m4, so the congruence trivially holds and there are (p − 1)2
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solutions to it. If b is prime to p write m1 ≡ v1b (mod p) and m4 ≡ v2b (mod p) for
some 2 ≤ v1, v2 ≤ p − 1. Then the congruence reads vp1 − (v1 − 1)p ≡ vp2 − (v2 − 1)p

(mod p2) and in particular it does not depend on b, whence Np = (p− 1)2 + (p− 1)M ′
p

where

M ′
p = |{2 ≤ v1, v2 ≤ p− 1 : vp1 − (v1 − 1)p ≡ vp2 − (v2 − 1)p (mod p2)}|.

But, if p is odd, the fact that
(︂
p
ℓ

)︂
≡ (−1)ℓ−1p/ℓ (mod p2) for all 1 ≤ ℓ ≤ p− 1 implies

vp − (v − 1)p = 1 −
p−1∑︂
ℓ=1

(︄
p

ℓ

)︄
(−1)ℓ−1vℓ ≡ 1 − p

p−1∑︂
ℓ=1

vℓ

ℓ
(mod p2)

so we have M ′
p ≤ Mp and the desired estimate follows. □

For each u ∈ Fp define F (u) = {x ∈ Fp : f(x) = u}, so that Mp = ∑︁
u∈Fp

|F (u)|2

and p = ∑︁
u∈Fp

|F (u)|. Heath-Brown [10] proved that |F (u)| ≪ p2/3 uniformly in u,
and from this we get the estimate

(3.1.5) Mp ≪ p2/3 ∑︂
u∈Fp

|F (u)| = p5/2

which yields ∑︁p
r=1 |H0(a + rp, χ)|4 ≪ p11/3. We remark here that |F (u)| ≪ p2/3 was

first proved by Mit’kin [19], who also proved an analogous result for the truncation of
the exponential function. However, the following generalisation of this bound, which is
Lemma 7 in [11], allows us to improve the exponent of p in Equation (3.1.5) from 5/2
to 3/2. This implies Equation (3.1.1) at once.

Lemma 3.1.6. For u ∈ Fp define F (u) = {x ∈ Fp : f(x) = u}. Then for any subset
U ⊆ Fp we have

|F (U)| =
∑︂
u∈U

|F (u)| ≪ (p|U |)2/3 where F (U) =
⋃︂
u∈U

F (u).

Corollary 3.1.7. Mp ≪ p3/2.

Proof of Corollary 3.1.7. Arrange the elements u1, . . . , up of Fp so that

|F (u1)| ≥ |F (u2)| ≥ · · · ≥ |F (up)|

and consider, for each T ≥ 1, the set U = {ui : i ≤ T} of cardinality T . By Lemma 3.1.6
we have T |F (uT )| ≤ |F (U)| ≪ (pT )2/3, so |F (uT )| ≪ p2/3T−1/3 and therefore∑︂

N/2<T≤N
|F (uT )|2 ≪ p2/3N−1/3 ∑︂

N/2<T≤N
|F (uT )| ≪ min(p4/3N1/3, p5/3N−1/3).
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Hence, letting N = 2k with k ≥ 0, and considering the cases N ≤ p1/2 and N > p1/2

separately, we have

Mp =
∑︂

N=2k≥1

∑︂
N/2<T≤N

|F (uT )|2 ≪
∑︂

N=2k≤p1/2

p4/3N1/3 +
∑︂

N=2k>p1/2

p5/3N−1/3

≪ p4/3 ∑︂
k≤log2 p

1/2

2k/3 + p5/3 ∑︂
k>log2 p

1/2

2−k/3

≪ p4/3p1/6 + p5/3p−1/6 ≪ p3/2

as wanted. □

To complete the proof of Theorem 3.1.2 we only need to prove Lemma 3.1.6, and
to that end one constructs an auxiliary polynomial Ψ(X) with zeros of large order D
at all points in F (U). Thus one gets |F (U)| ≤ deg Ψ/D, and for appropriate Ψ(X)
and D the lemma will follow. The construction of Ψ(X) is done in Section 3.2 and is
motivated by the fact that f(X) is a truncation of the transcendental function

− log(1 −X) = X + X2

2 + X3

3 + · · · ∈ Q[[X]].

As usual, we also need to show that this polynomial is not identically zero. This is
proved in Section 3.3.

3.2. Construction of the auxiliary polynomial

The proof of Lemma 3.1.6 consists in the following application of Stepanov’s
method. We construct a polynomial Φ(X, Y, Z) ∈ Fp[X, Y, Z] with

degX Φ < A, degY Φ < B, degZ Φ < C

and such that the polynomial Ψ(X) = Φ(X, f(X), Xp) ∈ Fp[X] is not identically zero
and has a zero of order at least D at all points x ∈ F (U). This implies that

(3.2.1) D|F (U)| ≤ deg Ψ(X) ≤ degX Φ + (p− 1) degY Φ + p degZ Φ < A+ p(B + C)

and by choosing suitable parameters we will obtain the bound given in the lemma.
More precisely, we have the following result.

Theorem 3.2.2. Suppose A,B,C,D are positive real numbers satisfying

D(A+ 2D + C)|U | < ABC, D ≤ p, AB ≤ p.

Then D|F (U)| < A+ p(B + C).
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The condition D ≤ p imposed in the theorem allows us to use ordinary derivatives
to detect the order of a zero of a polynomial without needing to use Hasse derivatives.
Indeed, one easily checks that if g(X) is a polynomial, then x is a zero of g order at
least D ≤ p if and only if g(n)(x) = 0 for all 0 ≤ n ≤ D − 1.

Before proving Theorem 3.2.2, we prove the following lemma which says that f(X)
satisfies some simple differential equations.

Lemma 3.2.3. For all n ≥ 1 there exist some polynomials qn(X) and hn(X) of
degrees bounded by n+ 1 and n− 1 respectively such that f(X) satisfies the differential
equation

(X(1 −X))n
(︂ d

dX

)︂n
f(X) = qn(X) + (Xp −X)hn(X).

Proof. The proof is straightforward by induction. For n = 1 we have

X(1 −X) d

dX
f(X) = 1 −Xp,

so we can take h1(X) = −1 and q1(X) = 0. Now, if the result is true for n − 1, then
by the induction hypothesis we have

(X(1 −X))n
(︂ d

dX

)︂n
f(X) = (X(1 −X))n d

dX

(︄
qn−1 + (Xp −X)hn−1

(X(1 −X))n−1

)︄

and some elementary computations show that this is equal to qn(X) + (Xp −X)hn(X),
where qn and hn are the polynomials

qn = X(1 −X)q′
n−1 −X(1 −X)hn−1 − (n− 1)(1 − 2X)qn−1,

hn = X(1 −X)h′
n−1 − (n− 1)(1 − 2X)qn−1.

This is enough to prove Lemma 3.2.3. □

Proof of Theorem 3.2.2. Let Φ and Ψ as at the beginning of the section. We
have to impose the conditions

(3.2.4)
(︂ d

dX

)︂n
Ψ(X)

⃓⃓⃓
X=x

= 0 for all 0 ≤ n < D and x ∈ F (U).

In fact, in view of Lemma 3.2.3 it will be convenient to replace them with

(3.2.5) (x(1 − x))n
(︂ d

dX

)︂n
Ψ(X)

⃓⃓⃓
X=x

= 0 for all 0 ≤ n < D and x ∈ F (U),

which are equivalent to (3.2.4) unless x = 0 or x = 1. But this is enough to prove
Lemma 3.1.6 since we can replace F (U) with F (U) \ {0, 1}, so if the lemma is true for
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F (U) \ {0, 1} then we have

|F (U)| ≤ |F (U) \ {0, 1}| + 2 ≪ (p|U |)2/3.

Write

Φ(X, Y, Z) =
∑︂
a,b,c

λa,b,cX
aY bZc, so that Ψ(X) =

∑︂
a,b,c

λa,b,cX
af b(X)Xpc.

Since all the derivatives of Xpc are zero we see that

(3.2.6) (X(1 −X))n
(︂ d

dX

)︂n
(Xaf b(X)Xpc) = Xpc(X(1 −X))n

(︂ d

dX

)︂n
(Xaf b(X)).

On the other hand, for all j ≥ 0 we have

(X(1 −X))j
(︂ d

dX

)︂j
Xa = j!Ca

jX
a(1 −X)j

so an application of Leibniz’ formula yields

(X(1 −X))n
(︂ d

dX

)︂n
(Xaf b(X)) =

∑︂
j+k=n

j!Cn
j,kC

a
jX

a(1 −X)j(X(1 −X))k
(︂ d

dX

)︂k
f b(X)

where

(X(1 −X))k
(︂ d

dX

)︂k
f b(X) =

∑︂
α1+···+αb=k

Ck
α1,...,αb

b∏︂
i=1

(X(1 −X))αif (αi)(X).

Using now Lemma 3.2.3 we deduce that the left hand side of Equation (3.2.6) is a linear
combination of products of polynomials of the form

Xc+a(1 −X)n−(α1+···+αℓ)qα1(X) · · · qαℓ
(X)f(X)b−ℓ (mod Xp −X)

with 0 ≤ ℓ ≤ min(b, n) and deg qαi
≤ αi + 1 for all 1 ≤ i ≤ ℓ, and consequently we can

write

(X(1 −X))n
(︂ d

dX

)︂n
Ψ(X) ≡

∑︂
a,b,c

λa,b,c
∑︂

0≤β<B
Pβ(X, a, b, c, n)fβ(X) (mod Xp −X)

for some polynomial Pβ(X, a, b, c, n) of degree at most c+a+n+ ℓ < A+2n+C. Now,
for all u ∈ U define the polynomial

P (X, u, n) =
∑︂
a,b,c

λa,b,c
∑︂

0≤β<B
Pβ(X, a, b, c, n)uβ.

Then the restrictions (3.2.5) read

P (x, f(x), n) = 0 for all 0 ≤ n < D and x ∈ F (U)

and therefore it suffices to impose that P (X, u, n) vanishes identically for all 0 ≤ n < D

and all u ∈ U . Since the degree of P (X, u, n) is at most A+2n+C < A+2D+C, there
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are at most D(A+2D+C)|U | linear homogenous equations on the variables λa,b,c. The
number of variables is ABC, so there exists a nontrivial solution as long as

(3.2.7) D(A+ 2D + C)|U | < ABC and D ≤ p.

Hence by Equation (3.2.1) we get the desired bound if Ψ(X) is not identically zero. But
this is guaranteed by the following lemma, which finishes the proof of the theorem. □

Lemma 3.2.8. The polynomial Ψ(X) is not identically zero if AB ≤ p.

The proof of Lemma 3.2.8 is deferred to Section 3.3, where we prove a more general
statement. To finish this section, we deduce Lemma 3.1.6 from Theorem 3.2.2.

Proof of Lemma 3.1.6. We claim that the choices

A = [p2/3|U |−1/3], B = C = [p1/3|U |1/3], D = [ 1
32p

2/3|U |−1/3]

satisfy the hypothesis of Theorem 3.2.2. Notice that Lemma 3.1.6 is trivial if |U | ≥ p1/2,
so we may assume that |U | ≤ p1/2. Both D ≤ p and AB ≤ p clearly hold, so it suffices
to show, for example, that

1
32p

2/3|U |2/3((1 + 1
16)p2/3|U |−1/3 + p1/3|U |1/3) < (1

2p
2/3|U |−1/3)(1

2p
1/3|U |1/3)2

for p large enough (since [x] ≥ x/2 as long as x ≥ 1). But the left hand side is
1
32p

4/3|U |1/3(1 + 1
16 + p−1/3|U |2/3) ≤ 3

32p
4/3|U |1/3 < 1

8p
4/3|U |1/3

so the first condition also holds. Finally, with these parameters we obtain the bound

D|F (U)| ≤ A+ p(B + C)
D

≪ p4/3|U |1/3

p2/3|U |−1/3 = (p|U |)2/3

and this completes the proof of Lemma 3.1.6. □

3.3. Nonvanishing of the auxiliary polynomial

To prove that the polynomial Ψ(X) we considered in Section 3.2 does not vanish
identically one uses the following result, which is Lemma 3 in [10]. The idea is that
f(X) is close to the transcendental function − log(1 − X), so it cannot satisfy any
polynomial equation.

Lemma 3.3.1. Let F (X, Y ) ∈ Fp[X, Y ] be a polynomial not identically zero and such
that degX F < A and degY F < B. Then Xp does not divide F (X, f(X)) if AB ≤ p.

Let us prove first the nonvanishing of Ψ(X) from Lemma 3.3.1 when AB ≤ p.
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Proof of Lemma 3.2.8. Write

Φ(X, Y, Z) =
∑︂

0≤c<C
Fc(X, Y )Zc

for some polynomials Fc(X, Y ) ∈ Fp[X, Y ], and let c0 be the smallest integer such that
Fc0(X, Y ) does not vanish identically. Then

Ψ(X) = Xpc0
∑︂

c0≤c<C
Fc(X, f(X))Xp(c−c0)

and consequently if Ψ(X) is identically zero then Fc0(X, f(X)) is divisible by Xp. But
this is impossible by Lemma 3.3.1 if AB ≤ p. □

The proof of Lemma 3.3.1 given in [10] is rather technical and is based on the
differential equation of f(X) proved in Lemma 3.2.3. Yu [28], however, found a simple
proof of the following mild generalisation.

Lemma 3.3.2. Let g0(X), . . . , gB−1(X) be polynomials in Fp[X] with gB−1(X) not
identically zero and such that deg gb(X) ≤ Ab for some integers A0, . . . , AB−1 satisfying

A0 ≥ A1 · · · ≥ AB−1 and D = A0 + · · · + AB−1 ≤ p−B.

Then XD+B does not divide

F (X) =
B−1∑︂
b=0

gb(X)f b(X).

Proof. The proof is by induction on B. If B = 1 then clearly XA0+1 cannot divide
g0(X), which has degree at most A0. Now let B > 0, and assume the result is true for
all nonnegative integers < B. We use induction on D = D(F ) = A0 + · · · + AB−1. If
D = 0 then the gb’s are constant, and since X = 0 is a simple root of f(X) we have
that

f b ̸≡ 0 (mod Xb+1), and f b ≡ 0 (mod Xb)

for all 0 ≤ b < B. If XB divides F (X) then this readily implies that gb = 0 for all
b, so F (X) is identically zero. Now let D > 0 be such that D + B ≤ p, and suppose
we have proved the lemma for all integers < D. For the sake of contradiction suppose
there exists some F (X) divisible by XD+B. Then the derivative F ′(X) is divisible by
XD+B−1, and since (X − 1)f ′(X) = 1 −Xp−1 we easily deduce that

(X − 1)F ′(X) ≡ G(X) (mod Xp−1)
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where

G(X) =
B−1∑︂
b=1

((X − 1)g′
b−1(X) + bgb(X))f b−1(X) + (X − 1)g′

B−1(X)fB−1(X).

Since D+B ≤ p it follows that XD+B−1 divides G(X), and consequently it also divides
the difference H(X) = G(X) − rF (X), where r = deg gB−1(X) ≤ AB−1. But

deg((X − 1)g′
b−1(X) + bgb(X) − rgb−1(X)) ≤ Ab−1

for all b ≤ B1 since Ab−1 ≥ Ab, and

deg((X − 1)g′
B−1(X) − rgB−1(X)) < r ≤ AB−1,

so we have D(H) < D unless (X − 1)g′
B−1(X) − rgB−1(X) is identically zero. Since

D(H) < D is not possible by induction on D we must have

(X − 1)g′
B−1(X) = rgB−1(X)

and this implies that gB−1(X) = a(X−1)r for some a prime to p. But then by induction
on B we have

(X − 1)g′
b−1(X) + bgb(X) − rgb−1(X) = 0 for 1 ≤ b ≤ B − 1

and in particular for b = B − 1 this identity reads

rgB−2(X + 1) −Xg′
B−2(X + 1) = a(B − 1)Xr.

Comparing the coefficients of Xr we see that a(B − 1) ≡ 0 (mod p), so a ≡ 0 (mod p)
and this contradiction completes the proof. □

3.4. Bounds for incomplete Heilbronn sums

In this section we show how to deduce from Equation (3.1.1) the following bound
for incomplete Heilbronn sums, which is the corollary to Theorem 1 in [11].

Proposition 3.4.1. For all N ≤ p and M ≥ 1 we have∑︂
M<n≤M+N

e
(︂anp
p2

)︂
≪ p5/6N1/4.

In the proof we will need the following elementary estimate.

Lemma 3.4.2. For all real α and integers M and N ≥ 1 we have⃓⃓⃓ ∑︂
M<n≤M+N

e(nα)
⃓⃓⃓
≤ min(N, ∥α∥−1)

where ∥α∥ is the distance of α to the nearest integer.
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Proof. Replacing α with α+M we may assume M = 0, and by periodicity of the
exponential function we also may assume that 0 ≤ α ≤ 1. The result is clear when α

is an integer, and otherwise we have⃓⃓⃓ ∑︂
n≤N

e(nα)
⃓⃓⃓
=
⃓⃓⃓⃓
⃓1 − e(Nα)

1 − e(α)

⃓⃓⃓⃓
⃓ ≤ 2

|sin πα|
.

Since sin πα function is concave for 0 < α < 1 we have |sin πα| ≥ 2∥α∥, which is enough
to prove the claim. □

Proof of Proposition 3.4.1. We start writing∑︂
M<n≤M+N

e
(︂anp
p2

)︂
= p−1

p∑︂
r=1

p∑︂
s=1

e
(︂asp
p2

)︂ ∑︂
M<n≤M+N

e
(︂r(s− n)

p

)︂

≪ p−1
p∑︂
r=1

⃓⃓⃓ ∑︂
M<n≤M+N

e
(︂rn
p

)︂⃓⃓⃓⃓⃓⃓ p∑︂
s=1

e
(︂asp + rsp

p2

)︂⃓⃓⃓

= p−1
p∑︂
r=1

⃓⃓⃓ ∑︂
M<n≤M+N

e
(︂rn
p

)︂⃓⃓⃓
|H(a+ rp)|.

Then by Lemma 3.4.2 we have∑︂
M<n≤M+N

e
(︂anp
p2

)︂
≪ p−1

p∑︂
r=1

min(N, ∥r/p∥−1)|H(a+ rp)|

and now Hölder’s inequality and Equation (3.1.1) yield∑︂
M<n≤M+N

e
(︂anp
p2

)︂
≪ p−1

(︂ p∑︂
r=1

min(N, ∥r/p∥−1)4/3
)︂3/4(︂ p∑︂

r=1
|H(a+ rp)|4

)︂1/4

≪ p−1/8
(︂ p∑︂
r=1

min(N, ∥r/p∥−1)4/3
)︂3/4

.

Finally, since ∥r/p∥ = ∥(p− r)/p∥ = r/p for all 1 ≤ r < p/2, we have
p∑︂
r=1

min(N, ∥r/p∥−1)4/3 = 2
∑︂

1≤r<p/2
min(N, r/p) +N4/3

= 2
∑︂

1≤r<p/N
N4/3 + 2

∑︂
p/N≤r<p/2

p4/3r−4/3 +N4/3 ≪ pN1/3

which finishes the proof of Proposition 3.4.1. □



CHAPTER 4

Multidimensional exponential sums

4.1. Deligne’s theorems

In this section we review briefly Deligne’s theory on multidimensional exponential
sums, which generalises the one-dimensional case that we have discussed in the previous
chapters. While sums in one variable are closely related to some algebraic curves over
finite fields, as Chapters 2 and 3 exemplify, these more general sums are related to
higher dimensional algebraic varieties. We follow closely the first two sections of [23].

Let k = Fq be a finite field of q elements and fix an algebraic closure k of k. Also
let kn = Fqn be the unique extension of k of degree n contained in k, denote by Trkn/Fp

the trace map kn → Fp, and define the additive character

(4.1.1) ψkn(x) = exp(2πiTrkn/Fp(x)/p).

If X is an algebraic variety over k and f ∈ OX(X) is a regular function on X, we
consider the exponential sum

S = S(X, f) =
∑︂

x∈X(k)
ψk(f(x)),

where f(x) denotes the image of f in the residue field k(x) = k of x ∈ X(k). More
generally, for any positive integer n ≥ 1 we define the companion sums

Sn = S(X ×k kn, f) =
∑︂

x∈X(kn)
ψkn(f(x)),

and we construct the associated zeta function of X,

Z(X, f, T ) = exp
(︂∑︂
n≥1

SnT
n/n

)︂
.

As usual, this function is equal to a certain Artin L-function.

Lemma 4.1.2. We have Z(X, f, T ) =
∏︂
x

(1 −ψk(x)(f(x))T deg x)−1 where x runs over

all closed points of X.
55
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Proof. The proof is identical to the one given in Section 2.1.3. Taking the loga-
rithm in the product and expanding we obtain∑︂

ℓ≥1

∑︂
x

ψk(x)(f(x))ℓT k deg x/ℓ

and now collecting the points of degree d = deg x ≥ 1 we see that this expression is
equal to ∑︂

d≥1

∑︂
ℓ≥1

∑︂
deg x=d

ψkd
(f(x))ℓT ℓd/ℓ =

∑︂
n≥1

T n

d

∑︂
d=deg x|n

dψkd
(f(x))n/d

and the inner sum is exactly Sn by the properties of the trace map and the fact that
there are exactly d embeddings kd → kn (cf. Lemma 1.3.3). □

As for the exponential sums studied in Chapter 2, the zeta function Z(X, f, T ) is a
rational function in T . This result was proved by Dwork using p-adic analysis [7] and
by Grothendieck using ℓ-adic cohomology [9].

Theorem 4.1.3. The zeta function Z(X, f, T ) of an algebraic variety X is a rational
function of T .

Thus we can write Z(X, f, T ) as the quotient A(T )/B(T ) of two polynomials, and
if we let α1, . . . , αr, β1, . . . , βs be the algebraic numbers such that A(T ) = ∏︁

i(1 − αiT )
and B(T ) = ∏︁

j(1 − βjT ), then the sum Sn can be written explicitly as

Sn =
r∑︂
i=1

αni −
s∑︂
j=1

βnj .

Furthermore, an analogous version of the Riemann hypothesis also holds for Sn. This
is the content of the following celebrated theorem by Deligne, whose proof crucially
uses the Lefschetz fixed-point theorem.

Theorem 4.1.4 (Deligne). There exist algebraic integers ωij of absolute value
qr(i,j)/2 for some integer r(i, j), called the weight of ωij, such that

(4.1.5) Sn =
∑︂
i,j

(−1)iωnij.

Furthermore, any conjugate of ωij over Q has also absolute value qr(i,j)/2.

We end the section with the following result from [4], which gives an upper bound
for the number of roots of maximal weight in terms of an explicit bound for Sn. This
will be needed in the next section.
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Lemma 4.1.6. If r ≥ 1 is a positive integer and C > 0 is such that |Sn| ≤ Cq
nr
2

for every large n, then the roots of Sn have weight at most r, and there are at most C2

roots of weight exactly r.

Proof. Let B ≥ 0 be the number of roots of weight r. The result will follow if we
prove that for all ε > 0 there exists infinitely many n for which the lower bound

(4.1.7) |Sn| > (B 1
2 − ε)q nr

2

holds. Indeed, in this case we see that C > B
1
2 − ε for all ε > 0, so C ≥ B

1
2 , as wanted.

To prove that (4.1.7) holds for infinitely many n, notice that we can write

Snq
− nr

2 =
s∑︂
ℓ=1

aℓz
n
ℓ +O(q− n

2 )

for some pairwise distinct complex numbers z1, . . . , zs of absolute value 1 and some
nonzero integers a1, . . . , as such that ∑︁s

ℓ=1 |aℓ| = B, so

lim sup
n→∞

|Sn|q− nr
2 = lim sup

n→∞

⃓⃓⃓ s∑︂
ℓ=1

aℓz
n
ℓ

⃓⃓⃓
.

But we have
N∑︂
n=0

⃓⃓⃓ s∑︂
ℓ=1

aℓz
n
ℓ

⃓⃓⃓2
= (N + 1)

s∑︂
ℓ=1

|aℓ|2 +
∑︂
ℓ̸=m

|aℓam|
⃓⃓⃓ s∑︂
ℓ=1

(zℓzm)n
⃓⃓⃓
= (N + 1)

s∑︂
ℓ=1

|aℓ|2 +O(1)

where the last equality follows from the fact that the zℓ’s are pairwise distinct. From
this it readily follows that

lim sup
n→∞

|Sn|q− nr
2 =

(︂ s∑︂
ℓ=1

|an|2
)︂ 1

2 ≥ B
1
2

and the proof of the lemma is finished. □

4.2. An example by Birch and Bombieri

Let p be a prime and q be a power of p. Also let ψq be the additive character of Fq
defined in Equation (4.1.1). In this section we study the exponential sum

(4.2.1) S(q) = S(q, α, β, γ) =
∑︂′

x,y,z∈Fp

ψq(x−1y + (x+ α)−1z + βy−1 + γz−1)

where α, β and γ are elements of F×
q . The prime in the summation sign means that the

variables x, y, z are restricted to those values for which the argument of ψq is defined,
namely they are nonzero and x + α ̸= 0. The particular case of q prime was needed
in the celebrated paper [8] by Friedlander and Iwaniec, where they apply ideas
developed by Burgess in [6] to obtain bounds for certain averages of Kloosterman
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sums. This in turn leads them to obtain interesting results on the following problem
in additive number theory. Let d3(m) be the number of representations of a positive
integer m as product of three positive integers, that is,

d3(m) = #{(m1,m2,m3) ∈ Z3
≥1 : m1m2m3 = m},

and define the average function

D3(X, q, a) =
∑︂
m≤X

m≡a mod q

d3(m)

for positive integers q and a. Then they prove that the asymptotic formula

D3(X, q, a) = X

ϕ(q)P (logX) +Oε(XA+εq−B)

holds uniformly in the range X92/185 < q < X58/115 for any a relatively prime to q, where
A and B are some explicit positive numbers and P is a certain quadratic polynomial.
Notice that 58/115 = 1/2 + 1/230.

The main theorem we prove in this section on the sum given in Equation (4.2.1) is
the following.

Theorem 4.2.2. Let q be odd and αβγ ̸= 0. Then there exist absolute constants C0

and C1 such that

|S(q, α, β, γ)| ≤ C1q
3
2 , for all primes p ≥ C0.

In [2] Birch and Bombieri give two different proofs of Theorem 4.2.2. The first
one depends deeply in algebraic geometry while the second one is of a more computation
nature. Here we will follow the second one as it is closer to the spirit of the previous
chapters.

Proof of Theorem 4.2.2. We start observing that multiplying the variables x,
y and z by α in the sum (4.2.1) we may assume that α = 1. Hence we only need to
study

S(β, γ) = S(q, β, γ) =
∑︂′

x,y,z∈Fp

ψq(x−1y + (x+ 1)−1z + βy−1 + γz−1).

with β, γ ̸= 0. In the next lemma we show that this sum can be simplified further in
terms of the Kloosterman sum

K(a) =
∑︂
x∈F×

q

ψq(x−1 + ax), a ∈ Fq.
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Lemma 4.2.3. S(β, γ) =
∑︂

x ̸=0,−1
K
(︂
β
x

)︂
K
(︂

γ
1+x

)︂
.

Proof. Making the change of variables Y = β−1y and Z = γ−1z we have

S(β, γ) =
∑︂
x

∑︂
y

ψq(x−1y + βy−1)
∑︂
z

ψq((x+ 1)−1z + γz−1)

=
∑︂
x

∑︂
Y

ψq(Y −1 + x−1βY )
∑︂
Z

ψq(Z−1 + (x+ 1)−1γZ−1)

=
∑︂
x

K(x−1β)K((x+ 1)−1γ)

as wanted. □

Lemma 4.2.4. For b, c ∈ F×
q we have∑︂

a∈Fq

K(ab)K(ac) = δb,cq
2 − q

where δb,c = 1 if b = c and δb,c = 0 otherwise.

Proof. We have∑︂
a∈Fq

K(ab)K(ac) =
∑︂

x,y∈F×
q

ψq(x−1 + y−1)
∑︂
a∈Fq

ψq(a(bx+ cy))

= q
∑︂
x∈F×

q

ψq(x−1(1 + b−1c))

and the rightmost sum evaluates to q − 1 if b = c and to −1 if b ̸= c. This implies the
claim. □

From Lemma 4.2.3 we deduce that∑︂
β∈Fq

(S(β, γ))2 =
∑︂
β∈Fq

∑︂
x,y ̸=0,−1

K
(︂β
x

)︂
K
(︂ γ

1 + x

)︂
K
(︂β
y

)︂
K
(︂ γ

1 + y

)︂

=
∑︂

x,y ̸=0,−1
K
(︂ γ

1 + x

)︂
K
(︂ γ

1 + y

)︂ ∑︂
β∈Fq

K
(︂β
x

)︂
K
(︂β
y

)︂
= q2 ∑︂

x ̸=0,−1

(︂
K
(︂ γ

1 + x

)︂)︂2
− q

∑︂
x,y ̸=0,−1

K
(︂ γ

1 + x

)︂
K
(︂ γ

1 + y

)︂
and now the change of variables X = (1 + x)−1 and Y = (1 + y)−1 yields∑︂

β∈Fq

(S(β, γ))2 = q2 ∑︂
X ̸=0,1

(K(Xγ))2 − q
(︂ ∑︂
X ̸=0,1

K(Xγ)
)︂2

= q2(q2 − q − 1 − (K(γ))2) − q(1 −K(γ))2
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on using Lemma 4.2.4 and that ∑︁a∈Fq
K(ab) = 0 if b ̸= 0. Thus we obtain∑︂

β∈Fq

(S(β, γ))2 = q4 − q3 − q2 − q2(K(γ))2 − q(1 −K(γ))2

and in particular we have that S(β, γ) ≤ q2+O(q 3
2 ) since |K(γ)| ≤ 2q 1

2 (Theorem 2.2.1).
Hence for any fixed C > 1 the inequality S(β, γ) ≤ Cq2 holds for large enough q, so
we are under the hypothesis of Lemma 4.1.6 and (using any C <

√
2) it follows that

for each fixed γ ̸= 0 the sum S(β, γ) has roots of weight at most 3
2 with at most one

exception, which must have weight 2. If S(β, γ) has a root of weight 2 we say that the
pair (β, γ) is exceptional. If (β, γ) is exceptional, then from Equation (4.1.5) we have
that

S(β, γ) = εq2 +O(q 3
2 )

where ε = ε(β, γ) is either 1 or −1. Notice that if no exceptional pair exists, then
S(β, γ) = O(q 3

2 ) and the theorem follows. Therefore assume that at least one excep-
tional pair exists. We will see that under this hypothesis the number q must remain
bounded by some constant C0.

Lemma 4.2.5. The pair (β, γ) is exceptional with ε = ε(β, γ) if and only if∑︂
x ̸=0,−1

(︂
K
(︂β
x

)︂
− εK

(︂ γ

1 + x

)︂)︂2
= O(q 3

2 ).

Proof. Expanding the sum on the left-hand side we see that it is equal to∑︂
x ̸=0,−1

(K(x−1βx))2 +
∑︂

x̸=0,−1
(K((1 + x)−1γx))2 − 2εS(β, γ)

and now using Lemma 4.2.4 this expression simplifies to

2(q2 − q − 1) − (K(β))2 − (K(γ))2 − 2εS(β, γ) = 2q2 +O(q) − 2εS(β, γ).

Here we have used that K(a) = O(q 1
2 ) (Theorem 2.2.1). But this is O(q 3

2 ) if and only
if S(β, γ) = εq2 +O(q 3

2 ), as claimed. □

As a consequence of Lemma 4.2.5 and the change of variables x ↦→ −1 − x we see
that if (β, γ) is exceptional, then so is (−γ,−β) and they have the same ε. We next
prove that there is a composition law for exceptional pairs.

Lemma 4.2.6. If (β, γ) and (β′, γ′) are exceptional and β ̸= −γ′, then

(β′′, γ′′) = (β, γ) ⊕ (β′, γ′) =
(︂ ββ′

β + γ′ ,
γγ′

β + γ′

)︂
is also exceptional and ε(β′′, γ′′) = ε(β, γ)ε(β′, γ′).
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Proof. Put ε = ε(β, γ) and ε′ = ε(β′, γ′). Since the pair (−γ′,−β′) is exceptional
we have, by Lemma 4.2.5, that∑︂

x ̸=0,−1

(︂
K
(︂−γ′

x

)︂
− εK

(︂ −β′

1 + x

)︂)︂2
= O(q 3

2 )

and now the change of variables x ↦→ (−γ′/β)x yields
∑︂

x ̸=0,−1

(︂
K
(︂β
x

)︂
− εK

(︂ −ββ′

β − γ′x

)︂)︂2
= O(q 3

2 ).

But (β, γ) is an exceptional pair, so using Lemma 4.2.5 again and the triangle inequality
one easily obtains that∑︂

x ̸=0,−1

(︂
K
(︂ γ

1 + x

)︂
− εε′K

(︂ −ββ′

β − γ′x

)︂)︂2
= O(q 3

2 ).

Finally, after the change of variables y = ((β/γ′) + 1)x+ (β/γ′) this equality reads
∑︂

y ̸=0,−1

(︂
K
(︂ββ′/(β + γ′)

y

)︂
− εε′K

(︂γγ′/(β + γ′)
1 + y

)︂)︂2
= O(q 3

2 )

and this finishes the proof of the lemma. □

Lemma 4.2.7. If (β, γ) is exceptional, so is (m2β,m2γ) for all m ∈ F×
p .

Proof. Making the change of variables x ↦→ mx we easily see that

K(am2) =
∑︂
x∈F×

q

ψq(m(x−1 + ax)) = σK(a)

where σ ∈ Gal(Q(e2πi/p)/Q) is the automorphism e2πi/p ↦→ e2πim/p. Therefore from
Lemma 4.2.3 and Equation (4.1.5) we deduce that

S(m2β,m2γ) = σS(β, γ) =
∑︂
i,j

(−1)iσ(ωij)n.

But by the second part of Theorem 4.1.4 the weight of σ(ωij) is exactly that of ωij, so
ωij has weight 2 if and only if σ(ωij) has weight 2. □

Lemma 4.2.8. If (β, γ) is exceptional, so is (mγ,mγ) for each m ∈ F×
q , and fur-

thermore ε(mγ,mγ) = 1.

Proof. By Lemmas 4.2.6 and 4.2.7 the pair

(m2β,m2γ) ⊕ (−γ,−β) =
(︄

m2

1 −m2γ,
m2

1 −m2γ

)︄
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is exceptional if m ̸= ±1. Now, since (γ, γ) ⊕ (γ, γ) = (γ/2, γ/2) for any γ, composing
this exceptional pair with itself n times we have that(︄

m2

1 −m2
γ

n
,

m2

1 −m2
γ

n

)︄

is also exceptional for each n ∈ F×
p . In particular this shows that (mγ,mγ) is exceptional

for each m ∈ F×
p .

To prove the second part, we show more generally that if (γ, γ) is exceptional,
then ε = ε(γ, γ) is 1. Indeed, the exceptional pair (γ, γ) ⊕ (γ, γ) = (γ/2, γ/2) has
ε(γ/2, γ/2) = ε2 = 1. Now, if 1 ≤ n < p is an inverse of 2 modulo p, then composing
this pair n times we obtain that the pair (γ/2n, γ/2n) = (γ, γ) has also ε = 1, as
wanted. □

From Lemma 4.2.8 we have that

(4.2.9)
∑︂
m∈F×

p

S(mγ,mγ) = (p− 1)q2 +O(q 3
2p).

On the other hand, if Tr is the absolute trace TrFq/Fp , then this sum can be written as∑︂
m∈F×

p

S(mγ,mγ) =
∑︂
x,y,z

ψq(x−1y + (x+ 1)−1z)
∑︂
m∈F×

p

ψq(γm(y−1 + z−1))

= p
∑︂
x,y,z

Tr(γ(y−1+z−1))=0

ψq(x−1y + (x+ 1)−1z) −
∑︂
x,y,z

ψq(x−1y + (x+ 1)−1z)

= p
∑︂
x,s,u

Tr(γs)=0

ψq
(︂ 1
xu

+ 1
(x+ 1)(s− u)

)︂
− (q − 2)

where s = y−1 + z−1 and u = y−1. In the particular case when q = p is prime the
last sum can be evaluated explicitly. Indeed, the trace map Tr is the identity and the
condition Tr(γs) = 0 reads s = 0, whence the sum is equal to∑︂

x ̸=0,−1

∑︂
u̸=0

ψq
(︂ 1
xu

− 1
(x+ 1)u

)︂
= p− 2.

Hence ∑︂
m∈F×

p

S(mγ,mγ) = O(p2)

and comparing this bound with Equation (4.2.9) we obtain (p− 1)p2 +O(p 5
2 ) = O(p2),

this is, p = O(1). This proves that there exists a constant C0 > 0 such that an
exceptional pair exists only if p < C0, as wanted.
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Finally assume that q is arbitrary. We shall use the following result, which is
Theorem 5 in [12].

Theorem 4.2.10. Let f(x1, x2, x3) and g(x1, x2, x3) be polynomials with coefficients
in Fq, and consider the exponential sum

S(f, g) =
∑︂

g(x1,x2,x3)=0
ψq(f(x1, x2, x3)).

Suppose that the variety

f(x1, x2, x3) − t = 0, g(x1, x2, x3) = 0

is geometrically irreducible for almost all t, and that it is a curve for all t, possibly
empty. Then S(f, g) = O(q).

In particular consider the polynomials

fs(x, u, z) = (xs+ s− u)z,

gs(x, u, z) = xu(x+ 1)(s− u)z − 1.

Then
1
xu

+ 1
(x+ 1)(s− u) = fs(x, u, z)

gs(z, u, z) + 1
so ∑︂

x,u

ψq
(︂ 1
xu

+ 1
(x+ 1)(s− u)

)︂
=

∑︂
g(x1,x2,x3)=0

ψq(f(x1, x2, x3))

for each fixed s, and by Theorem 4.2.10 this sum is O(q). Hence by Equation (4.2.9)
we deduce that pq2 +O(pq 3

2 ) = O(pq), whence q = O(1), as wanted. □
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