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Winter kept us warm, covering
Earth in forgetful snow, feeding
A little life with dried tubers.



Introduction

In his renowned paper, [Tat67], Tate proved a very explicit Hodge-like decomposition of the
Tate module of a Barsotti-Tate group, when tensored with C,. In particular, when working over
abelian schemes, this granted a "Hodge-Tate" decomposition of the étale cohomology with coef-
ficients in Q. It was this paper which started the development of the field that is now known as
p-adic Hodge theory, following the push from Tate to find analogous decompositions for the étale
cohomology tensored with C,, for schemes admitting a proper and smooth model over a ring of
integers of some local field K. This result was achieved by Fontaine employing its so called period
rings, which allowed him to go even further and obtain finer results in the study of cohomology
theories. In particular, when dealing with a variety X over K, admitting a proper smooth model
over O, tensoring with the period ring B,is grants an isomorphism between étale and crystal-
line cohomology of the special fiber. In the case of abelian varieties, the first étale cohomology
group is just the dual of the Tate module of its associated Barsotti-Tate group, whereas crystal-
line cohomology is represented by the Dieudonné module of the associated Barsotti-Tate group.
The aim of this thesis is to prove a crystalline comparison theorem which grants an isomorphism
between the objects we have just mentioned, after tensoring with the period ring B.,is. To achieve
this goal we will introduce the basic language of group schemes, which will allow the definition
of p-divisible groups, also called Barsotti-Tate groups. The notion of sheaves on sites will be also
discussed in order to give some extra tools to work with Barsotti-Tate groups and Dieudonné
modules. We will define the concept of divided powers with the aim of defining exponentials,
hence the crystalline site and crystals on this site. We will then introduce the theory of universal
extensions which allows to define some crystals associated to Barsotti-Tate groups, which provide
a generalization of the construction of the Dieudonné module. These, together with the theory
of deformation of Grothendieck-Messing, will be used to introduce a classification of p-divisible
groups over O due to Kisin and Breuil. Then, after spending some time to introduce the most
relevant period rings for the aim of this work, we will use the above-mentioned results to con-
struct and study the desired comparison isomorphism.
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Notation and conventions

Each time we will use the letter p it is going to denote a prime number. For convenience sake we
can fix it here once and for all. With this in mind we will denote by I, the field with g elements, by
Z the ring of integers and by Q,, and Z,, respectively the field and ring of p-adic numbers. Then,
for an extension K/Q,,, we will denote by O the ring of integers of K and by K|y the maximal
unramified subextension of K/Q),,.

With regards to algebraic geometry: for a morphism of schemes f: X — Y, we will denote
by f#: Oy — f.Ox the associated morphism between structure sheaves and, given y == f(z),
by f;f : Oy,y — Ox 5 the induced morphism at the level of stalks. Moreover we denote by m,,
the maximal ideal of the local ring Ox , and by k(z) := Ox ;/m,; the residue field at z. Finally
we will say that a topological space is quasi compact iff every open cover admits a finite subcover,
whereas we will call it compact if it is also Hausdorff.

With respect to category theory: we will not worry about universes. More precisely we will
tacitly assume a universe U has been chosen and we restrict to categories whose objects lie in U.
We will denote categories using a sans serif font and, given a category C, we will denote by C°P
its opposite category. In particular we will use the following notations: Sch /.S for the category of
schemes over S, Gp for that of groups, Ab for that of abelian groups, Top for that of topological
spaces, and Sets for that of sets. Moreover, by ring or algebra, we will mean one which is com-
mutative and with unity. Finally we will often use the shorter X &€ C to mean that X is an object
of the category C, i.e. that X € Ob (C).
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1 Grothendieck topologies

The aim of this section is to introduce the concept of Grothendieck topology on a category, in
order to describe sheaves on such category. The main idea behind this construction is that one
can reduce the definition of open coverings to a few formal axioms, translating inclusions with
arrows in a category and intersections with fibered products.

Remark 1.1 (Open subsets of a topological space). Let X be a topological space. One can define
the category Op(X) of open subsets of X, whose objects are just open subsets U C X. Arrows
in this category, moreover, are given by:

{x} fUCV
Hom UV)= .
op(x) { ) {(Z) otherwise
This is the motivating example for the following constructions. In fact arrows in Op(X) are
inclusions and fibered products correspond to intersections.

Definition 1.2: Sites.

Let C be a category. A pretopology on C is the assignment, to each object U € C, of a collec-
tion of sets of arrows {U; — U}, called coverings of U, such that the following conditions are
satisfied:

el

1. Given an isomorphism V' — U, the set {V — U} is a covering.

2. Given a covering {U; — U}, of U and a morphism V' — U, then the fibered products
{Ui xu V'},¢; exist and the set of projections {U; xy V' — V'},_; is a covering of V.

3. Givena covering {U; — U}, and, for each index ¢ € I, a covering {U;; — Ui}, of

U;, the set of composite morphisms {U;; — U} ;. is a covering of U.

iel,je
A category with a Grothendieck pretopology is called a site.

Remark 1.3. From properties 2 and 3 above it follows that, given two coverings of the same
object {U; = U}y and{V; = U}, pyalso {Ui xu V; = U}, ;) cp, s isacovering of U.

Before moving on to some examples, we should introduce a concept which plays an important
role in the definition of some important pretopologies.

Definition 1.4: Jointly surjective family of morphisms.
For C = Sets or C = Sch/S, for some scheme S, we will say that a family of morphisms
{Ui — U}, is jointly surjective iff the set-theoretic union of the images is U.

Let’s now give some examples.

Example 1.5.

1. The site of a topological space. Let X be a topological space, and Op(X') denote the category
of open subsets of X. Then, to each U € Op(X), we associate the family of all open
coverings of U. Recalling that, given two open subsets U; — U and Uy < U, their
fibered product is just their intersection, i.e. Uy Xy Us = Uy N Uy, one easily checks that
this defines a pretopology on Op(X).

2. The global classical topology on Top. Given U € Top, its coverings are all families of jointly
surjective collections of open embeddings U; — U. Here open embedding means open,
continuous, injective map and not only the set theoretic inclusion of a subspace.



Let’s now give a couple of examples on Sch/S, for a fixed scheme S.

3. The global Zariski topology. A covering {U; — U}, is a jointly surjective collection of
open embeddings.

4. The global étale topology. A covering {U; — U}, is ajointly surjective collection of étale
maps.

5. The fppf topology. A covering {U; — U}, is a jointly surjective collection of flat maps
locally of finite presentation. The acronym fppf stands for "fidélement plat et de présenta-
tion finie".

Proposition 1.6 ([Vis04} §2.3.2]). Let f: X — Y be a surjective morphism of schemes. The following
are equivalent.

1. Every quasi-compact open subset of Y is the image of a quasi-compact open subset of X.

2. There exists a covering {V; },.; of Y by open affine subschemes, such that each V; is the image
of a quasi-compact open subset of X.

3. Givenapoint v € X, there exists an open neighbourhood U of x in X, such that the image f(U)
isopeninY and therestriction f|; is a quasi-compact morphism of schemes, i.e. the inverse image
of any quasi-compact open subset of f(U) is quasi-compact in U.

4. Givena point x € X, there exists an open neighbourhood U of x in X such that the image f(U)
is open and affinein Y.

Definition 1.7: fpqc morphism.
An fpqc morphism of schemes is a faithfully flat morphism that satisfies the equivalent conditions
of proposition[1.6] The acronym fpqc stands for "fidélement plat et quasi-compact".

Remark 1.8 (fpqc topology). It can be shown, see [Vis04} §2.3.2], that on Sch/.S, the data of
coverings {U; — U}, ., for each U € Sch/S, such that the induced morphism II;U; — U is
fpqc, is a pretopology on Sch/S. This pretopology is called the fpgc topology.

Let’s now investigate the relations between different topologies:
Definition 1.9: Refinement of a covering and subordinate pretopologies.

1. Let Cbe a category and {U; — U}, aset of arrows in C. A refinement of {U; — U}, ;
is another set of arrows {V, — U}aEA’ such that, for all a € A, there is some ¢ € [ such
that V, — U factors through U; — U.

2. Let now 7 and 7’ be two pretopologies on C. We say that 7/ is subordinate to T iff every
covering in 7/ has a refinement which is a covering in 7.

The topologies we just introduced are in strong relation between them. In fact each is subordinate
to the one we defined afterwards:

Remark 1.10 ([Stacks| Chapter 020K]).

1. Any Zariski covering is an étale covering, [Stacks,|Lemma 0216]. Hence the Zariski topo-
logy is subordinate to the étale one.

2. Any étale covering is an fppf covering, [Stacks| Lemma 021N]. Hence the étale topology is
subordinate to the fppf one.

3. Any fppf covering is an fpqc covering, [Stacks| Lemma 022C]. Hence the fppf topology is
subordinate to the fpqc one.


https://stacks.math.columbia.edu/tag/020K
https://stacks.math.columbia.edu/tag/0216
https://stacks.math.columbia.edu/tag/021N
https://stacks.math.columbia.edu/tag/022C

1.1 Sheaves

The definition of sheaves on a topological space only depends on the datum of possible open
coverings for a given object of the category Op(X ). Then the introduction of pretopologies allows
one to define sheaves on sites.

Definition 1.11: Presheaves.
Let C be any category. A presheaf on C is just a contravariant functor with values in sets:

F: CP —— Sets.

Moreover we define the category of presheaves on C, denoted by PSh(C) as the category whose
objects are presheaves on C and morphisms are natural transformations of functors.

Definition 1.12: Sheaves.
Let C be assite, i.e. a category given with a pretopology. Let F' € PSh(C), we say that

1. F is separated iff, given a covering {U; — U}, and two sections a,b € F(U) whose
pullbacks to each F'(U;) coincide, then a = b;

2. F'is a sheaf iff it satisfies the following condition. Consider any U € C, any covering
{U; — U}, of U in Cand any family of sections {a; },.; such that a; € F'(U;). Denote
pr?’i"’: Uil XU Ui2 — Uik

the projection on the kth component. Assume that, for all 4, j, (pr'’)*a; = (pré’j)*aj €
F(U; xy Uj) then there exists a unique section a € F'(U) whose pullback to F'(U;) is a;
foralli € I.

Moreover we denote by Sh(C) the full subcategory of PSh(C) of sheaves on C.
Remark 1.13. Notice that any sheaf on C is also a separated presheaf.

Remark 1.14. Let’s give an equivalent definition of sheaf, for a presheaf F' on a site C. Choose
U € Cand a covering {U; — U}, ;. We denote by F' — Il;c; F'(U;) the map induced by the
restriction morphisms F'(U) — F(U;). Then we define

pri: [Lie, F(U:) — Hi,jeIxIF(Ui xu Uj)

as the map sending (a;) € ILF(U;) to pri(a;) € I, ;F(U; xy Uj), whose component in
F(U; xy Uj) is given by (pri?)*(a;), where pry? : U; xy U; — U is the projection on the
first component. Analogously we define a morphism pr3: IL F'(U;) — IL; ;F'(U; Xy Uj). Then
the presheaf I is a sheaf iff, for all U € C and all coverings {U; — U}, in C, the following
diagram is an equalizer:

pry
0 —— F(U) — [lie; F(Us) pﬁ [Lijerxr FUi xu Uy).
Ty

Before stating the main result of this section, let’s notice a simple fact.

Remark 1.15. If 7/ is subordinate to 7, as pretopologies on C, then any sheaf in 7 is also a sheaf
in 7. As a consequence, for C = Sch/S for some scheme S, any sheaf in fpqc is also a sheaf in
fppf, étale and Zariski topologies.

Finally we can state a very important result due to Grothendieck.

Theorem 1.16 ([Vis04, §2.3.6], Grothendieck). A representable functor on Sch/S is a sheaf in the
fpqc topology. In particular it is also a sheaf in the étale and fppf topologies.



1.2 Morphisms of topoi

The main objects of our future studies will be sheaves on Sch /S taken with the fppf topology.
Since we will often be concerned with base change, i.e. pullbacks, of sheaves, we devote this sec-
tion to define this concept. Essentially we want to generalize the construction of fibered product
in the representable case.

Definition 1.17: Topoi.

Let C be a site. The associated topos to C is the category Sh (C) of sheaves on C. A morphism
of topoi f from Sh (D) to Sh(C) is the data of a pair of functors f,: Sh(D) — Sh(C) and
f*: Sh(C) — Sh (D) such that, bifunctorially we have

Homsy,(p) (f*G, F') ~ Homspc) (G, fo ')

and the functor f* commutes with finite limits, i.e. it is left exact. Moreover, given sites C, D and
E and morphisms of topoi f: Sh(D) — Sh (C) and g: Sh(E) — Sh (D), we can define their
composition f o g as the pair of morphisms (f o g), == f. o g.and (fog)" = g* o f*.

Definition 1.18: Category over an object.

Consider C a category and U € C an object. The category of objects over U, denoted by C/U or
Cy, is the category whose objects are morphisms ¥ — U in C and morphisms are morphisms
Y — Y’ in C such that the following (natural) diagram commutes

Y\T/>Y’

Remark 1.19. If C is also a site we turn C/U into a site by defining the coverings of C/U to
be the families of morphisms {V; — V'} el that, viewed as families in C, are coverings for the
pretopology on C.

Moreover there is a forgetful functor fi;: C/U — C that simply forgets about the morphism.
Finally, given a morphism f: U — V there is an induced functor F': C/U — C/V given by the
composition with f, and py = F o py.

Lemma 1.20 ([Stacks, Section 00XZ]). Given asite Cand U € C, the forgetful functor ji: C/U —
C induces a morphism of topoi

ju: Sh(C/U) — Sh(C).

given by the functors ji; and jur ., whose lengthy definition is left to [Stacks| Chapter 00UZ].

Definition 1.21: Localization.
Let Cbeasiteand U € C.

1. We call the site C/U the localization of the site C at the object U.

2. The morphism of topoi jiy : Sh (C/U) — Sh (C) is called the localization morphism.
3. The functor jy, is called the direct image functor.

4. Taken any sheaf F' € Sh (C), its image j;; F' is called the restriction of F'to C/U.

Remark 1.22 ([Stacks| Section 00XZ]). Let C and U be as before. For all F' € Sh (C), the value
of ji; F is given by
JuF(X/U) = F(X),

where X /U denotes any object X — U € C/U.


https://stacks.math.columbia.edu/tag/00XZ
https://stacks.math.columbia.edu/tag/00UZ
https://stacks.math.columbia.edu/tag/00XZ

Lemma 1.23 ([Stacks, Lemma 0314]). Let g: S — S’ be a morphism in Sch. Let j: Sch/S —
Sch/.S’ be the corresponding localization functor, where both categories are taken with the fppf topology.
Then, for F' a sheaf of sets on Sch/S’, we have

L j*F'(T/S) = F'(T/S") forany T € Sch/S, where T /S’ means that we view T as an
element of Sch/ .S’ via g;

2. if F' is representable by X' € Sch/S’, then j*F" is representable by X5 = X' x g/ S.

2  Group schemes

In this section we introduce the notion of group object in a category, giving all of the definition in
the context of group schemes, i.e. group objects over the category of (relative) schemes. In this
context we will develop all the important tools which will play a role later in the dissertation,
starting from their application in the definition of p-divisible groups.

Definition 2.1: S-Group scheme.
Let F': (Sch/S)°" — Gp be a functor. Assume that F' is representable by G € Sch/S, ie.
functorially in T' € Sch/.S we have

LF(T) =~ HOInSCh/S (Ta G) )
where t: Gp — Sets is the forgetful functor. We call G a group scheme over S or S-group scheme.

Remark 2.2 (T-points of an S-scheme). Let’s recall a standard notation: let 7' € Sch/S, one
defines the T-points of G € Sch/S as

G(T) = HomSch/S (T,G).
If we view G, by theorem as an fppf sheaf on Sch /.S, instead, we will use the notation
'(T,G) = G(T)

for the sections of G on T If, in particular, G is a group scheme then, by definition, G(T') =
(T, G) is endowed with group structure for every T' € Sch/S.

Remark 2.3. By definition, an abstract group is a set G € Sets, endowed with an operation, an
inverse map and an identity element satisfying the usual properties. These can be rewritten in
terms of commutative diagrams. At first one writes the above as the following maps:

m:GxG —— G (multiplication)
inv: G —— G (inverse)
e: {e} — G (unit),

where {e} is the terminal object in Gp. Let’s write 7: G — {e} as the unique arrow to the
terminal object of Gpand A: G — G x G the diagonal morphism. Then the group axioms are
equivalent to

mo (idg xm) =mo (m x idg),
mo (idg Xinv) o A =mo (inv X idg)c A =com, (2.1

mo (e x idg) = mo (idg xe) = idg .

Notice that in this last equality we implicitly use the isomorphisms {e} x G ~ G ~ G x {e}.


https://stacks.math.columbia.edu/tag/03I4

Remark 2.4. Given a group scheme G € Sch/S, Yoneda’s lemma allows to translate the group
structure of G(T'), for all T € Sch/S, into a group structure on G. In fact, since the universal
property of fibered product gives (G x g G) (T') = G(T') x G(T), one obtains that there exist
unique maps

m: GxgG —— G (multiplication)
inv: G —— G (inverse)
e S — G (unit)

inducing the group structure on G(T') via Yoneda embedding. Then, again by Yoneda’s lemma,
also the above maps have to satisfy the properties written in equation (2.1). More explicitly.

1. Associativity of the product

GXSGXSGMGXSG

m X Sidcl J{m

GxsG§ ———— G.
2. Inverse morphism
GxgG —C75 L, Gys @ GxsG —2Me | qys@

SANE S AT

G z S £

™ S €

3. Identity element (again, as with groups, in the following diagrams we use the isomorphisms

SxgG~G~Gxg9)

GxsG—"= G GxsG@ "G
EXSidGT Tidc idg XsET Tidc
SxsgG —= G GxgS—=G.

Definition 2.5: Commutative S-group scheme.

We say that a group scheme G € Sch/S is commutative iff G(T') is an abelian group for all T' €
Sch/S. Using Yoneda’s lemma as before, this is equivalent to asking that the following diagram
commutes

G X g G (pra,prq) G X g a

R

G.

Remark 2.6. One can generalize the definition of group object, from the category of S-schemes,
to any category C admitting finite products (hence with final object given by the empty product)
in the same manner as above. In fact, being S the final object in Sch/.S, one sees that fibered
products over S (seen in the category of schemes) are just products in Sch/.S.

Definition 2.7: Morphism of group schemes.
Let G, G’ be group schemes, a homomorphism of group schemes

a:G — @



is a morphism G — G’ in Sch/S such that, for all T € Sch/S, the corresponding morphism at
the level of T-points is a group homomorphism

a(T): G(T) —— G'(T)
g+—— aog.

Notice that the identity of a group scheme is clearly a homomorphism of group schemes and
compositions of group schemes homomorphisms are still group scheme homomorphisms.

Remark 2.8. Let G, G’ be group schemes, representing the functors F, F’. Then, by Yoneda’s
lemma, giving a homomorphism ov: G — G’ is equivalent to giving a morphism between the
functors they represent.

Again by Yoneda’s lemma, one sees that a morphism a: G — G’ in Sch/S is a morphism of
group schemes iff it preserves products, i.e. iff

aom=m'o(a,a),
for m, m’ the product morphisms of G and G’ respectively.

Definition 2.9: Category of S-group schemes.

Combining all of the definitions so far, one can define the subcategory Gp/.S of Sch/S, of S-
group schemes, or more simply S-groups, whose objects are S-group schemes and morphisms are
homomorphisms of S-group schemes.

Remark 2.10 (Kernels and cokernels). As with any category, one defines kernels and cokernels
in Gp/.S via the usual universal properties.

With regards to kernels, one can use the general construction in a category with zero object,
since for a morphism «v: G — G’ its kernel is just the fibered product of G and 0 over G, i.e.

0
kera@( \L)GXG/O.
GG

Notice that in Gp/.S, since (G xg H)(T') = G(T') x H(T), we can construct fibered products
and they coincide with those in Sch/.S. Moreover its zero object is .S. By definition there is a
unique morphism S — G’, which coincides with the unit morphism of G’. Then the following
gives rise to a kernel for « in Gp/.S

Gxe S —— G,

where 7 is the projection on the first factor. Hence kernels exist in Gp/.S.

When it comes to cokernels, instead, one finds difficulties, much like with sheaves of abelian
groups. In fact, given a morphism «: G — G’, one cannot always find an object H € Gp/S
representing the functor

T —— coker(ar) = G(T)/G'(T).

2.1 Affine group schemes

The above definitions have a dual interpretation in the affine case, which is the main topic of
this section. Moreover, in the rest of the discussion, we will mostly be concerned by affine group
scheme, hence the choice to dedicate a whole section to them. Many of the following results,
though, are still valid in a more general setting.

Then, for most of the following section we will fix an affine scheme S = Spec(R), and focus
on affine S-groups.



Remark 2.11. If we consider G = Spec(A) affine, the arrow-reversing equivalence of categor-
ies between affine R-schemes and commutative R-algebras, allows us to translate the structural
morphisms of schemes defined in remark 2.4)into appropriate R-algebra morphisms. Then the
properties defined by the diagrams in remark will translate into properties for these new
morphisms.

Recall that the structural morphism 7: G — S corresponds to a morphism R — A making
A into an R-algebra. Moreover the diagonal morphism A: G — G X g G corresponds to the
multiplication morphism of the R-algebra A:

A Ap A —— A
a®br——a-b.

With this in mind we obtain the following R-algebra morphisms:

m: A—— AQrA (comultiplication)
inv:A —— A (antipode)
e:A—— R (counit/augmentation),

satisfying the duals of the diagrams in remark[2.4]

Definition 2.12: Hopf algebras.
A Hopf algebra over R is an R-algebra A endowed with a comultiplication, a couint and an antipode
map, respectively:

m: A—— ARrA

nv: A —— A
g:A—— R,
satisfying the conditions obtained by dualizing those of remark 2.4} more explicitly:

(ffl XRnr idA) om = (idA ®R7Aﬁ) om,
(ida ®re) om = (EQprida) om =ida,
Ao (idy ®pinv) om = Ao (inv @g id) o = (R — A) o .

Moreover one defines a morphism of Hopf algebras to be an R-algebra morphism preserving the
comultiplication morphism. Finally we call I := ker & the augmentation ideal of A.

Remark 2.13. Dualizing the result for groups, one can see that a Hopf algebra homomorphism
preserves not only comultiplication, but also counit and antipode morphisms.

Remark 2.14 (Equivalence of categories). Clearly, then, any Hopf algebra over R gives rise to
an affine R-group via the aforementioned equivalence of categories. This is actually an anti-
equivalence of categories between affine R-group schemes and Hopf algebras over R. In fact the
multiplication morphism in a group scheme corresponds to the comultiplication morphism in
its associated Hopf algebra, and morphisms in the two categories are defined to preserve such
operations.

Definition 2.15: Augmentation ideal.
For a Hopf algebra A over R, the structure morphism R — A splits the following short exact
sequence

0 I A—S4 R 0.




Hence we have A = R -1 @ I, from which we deduce that A A=RP(I®1)d(1®1)d
(I ® I). Finally it is easy to show that, for all f € I,

m(f)—fel-1fel®l.

The following results are valid in a more general setting, so let’s change the assumption for S: we
will assume it is a locally Noetherian scheme.

Remark 2.16 (Finite S-scheme). An S-scheme G is finite and flat over .S iff its sheaf of regular
functions Og is locally-free of finite rank as an O g-module. More explicitly this means that there
exists a cover of .S by affine open subschemes on each of which the restriction of the structure
morphism is of the form Spec(A4) — Spec(R), for A a free R-module of finite rank over R.
This is going to be our main interest in what follows.

It is also true that finite flat schemes over affine schemes are themselves affine. We are going
to be interested in the case of S = Spec(R), for R the ring of integers of a local field, and G
finite flat over .S. In particular S and G will be Noetherian schemes and G, being finite flat over
S, is just Spec(A), for a finite projective R-module A (see, for instance, [Stacks, Lemma 00NX]).

Definition 2.17: Order of a finite flat S-scheme.

Given a finite flat S-scheme G, the rank of Ox as an Og-module is a locally constant function
with respect to the Zariski topology, with integer values. We call such a function the order of G
over S and denote it by [G : S]. Moreover we will use the notation [G : S] = n to state that G
is finite flat of constant rank n over S.

Proposition 2.18 ([Tat98] §3]).

L Consider the morphisms of schemes X — Y — S, with [X : Y] = m. Then X is finite and
flat over S'iff Y is, in which case [X : S] = [X : Y][Y : S] as functionson Y.

2. If[X;: S =n; fori =1,2 then [X; Xg Xa : S| = nina.
3 If[X:S)=nthen|X xgT:T]=nforall T € Sch/T.

2.2 Examples

In order to compute a few useful examples, let’s explicit the relation between multiplication in an
S-group and comultiplication in its associated Hopf algebra over R, for S = Spec(R).

Remark 2.19. As usual let G € Gp/S. Yoneda tells us that the multiplication map m: G Xg
G — G can be expressed as the product pr;pr, of the two projection morphisms, using the
group law on G(G X g ). Then, in the case of affine schemes S = Spec(R) and G = Spec(A),
one can translate the above to the corresponding Hopf algebra morphism, using the equivalence
of categories. More explicitly one can describe the comultiplication map m as the product in
Homp g (A, A ® g A) (which has the same group structure as G(G X g G)) of the embedding
morphisms

pry:ar—— a®gl and pry:a —— 1 ®ga.

Example 2.20. In the following examples we will denote S := Spec(R) and G := Spec(A).

1. The additive group scheme, given by G, := Spec(R|z]). It is given on R-schemes by

X — T (X,0x),


https://stacks.math.columbia.edu/tag/00NX

inwhich I' (X, Ox) is viewed as an additive group. In fact we know that
Homsep/g (X, Go) ~ Homp.ag (R[z], T (X, O0x)) ~T'(X,0x),

functorially in X. The last isomorphism is determined by (z + @) + a. The hom set
Homp.aig (R[], A) inherits the additive group structure from A. Moreover the embed-
dings of R[z] in R[z] ® g R[x] are given by

pri(z) =z ®g1 and pry(z) =1®g 2.
Finally, thanks to remark [2.19] we deduce that
m(z) = (pry(z)) + (pra(z)) =z ®@r 1+ 1@g 2.

Then, from the properties of counit and antipode (see definition[2.12), one deduces

g(xr)=0 and inv(z) = —a.
. The multiplicative group scheme G,,, = Spec(R[x, x71]). It acts on R-schemes by
X —— T(X,0x)",

in which I' (X, Ox)™ is viewed as a multiplicative group. In fact one checks that
Homgcn/s (X, G) ~ Homp.ayg (R[z,27'],T (X,0x)) ~I'(X,0x)",
functorially in X. Then, reasoning as before, we obtain
m(z) = (pry(2)) - (pra(2)) = (¢ @r 1) - (1QR ) =z QR =,

Finally, from the properties of counit and antipode map (see definition[2.12) one deduces

glx)=1 and inv(z) =27

. The general linear group scheme GL,, := Spec(R[x,y]/J), where
R[X7 y] = R[xllaxIQa o Tnny Y11y -0 - ynn]

and .J is the ideal generated by the n? entries of the matrix (xij)?jzl . (yij)?jzl -1,

where I is the identity matrix. It acts on R-schemes by associating to X € Sch/S the
multiplicative group GL,, (X) of invertible n X n matrices with coefficients inI' (X, Ox).
Let’s recall that, in GL,,(X), the product (xi’j)?,j:1 . (yi,j)zj‘:l is given by (Ci’j):'tjzl’

where
n
Cij = E Tl Yi5-
=1

Then, reasoning as before, we can explicitly write the Hopf algebra maps. Indeed they are

n
(i )7 o = > Tig Or Ty, E@ig)fim =1, inv(wi )foy = Wig)7 =1,
=1

where (y;,;), ; satisfies (xij)ijl . (yij)ijl =1
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4. The group scheme of nth roots of unity, denoted by (i,,. It is defined to be the kernel of the
nth power morphism G,,, — G, corresponding to the R-algebra morphism pt: z — a™.
Then p,, is represented by Spec(coker 1), and the morphism p,, < G, is given by the
projection

R[I,QE71] — R[zzxil]/('rn - 1)7

which is surjective, making (i, a closed subgroup scheme of G,,,. We can also see that (i,
is a finite and flat S-group scheme, since R[z,x~1]/(z™ — 1) is finite and flat over R of
order n.

5. The diagonalizable group schemes. Let X be an ordinary commutative group, and denote
by R[X] = @,y Rz its associated group R-algebra. This is a Hopf algebra whose
structural morphisms are given, for every z € X, by

mz)=z®z, £x)=1, and inv(z)=a2"".

The above can be checked directly, since we have the identifications, for G = Spec(A4),
(D(X)) (G) == Homp.a, (R[X], A) ~ Homap (X, A*),

where the last hom set has a natural structure of abelian group. Then we define the diagon-
alizable group scheme D(X) as the commutative R-group Spec(R[X]).

Two important cases are G,,, ~ D(Z) and u,, ~ D(Z/nZ). Moreover, if X is finite,
R[X] is a free R-module of rank n, making D(X ) commutative, finite and flat over R
of order n. More generally, for X finitely generated, from the structure theorem for fi-
nitely generated abelian groups, X is isomorphic to a finite product of cyclic groups. Hence
D(X) is a finite product of copies of G, and p,,, for various n. It is then a closed sub-
group scheme of G, for some 7, which again can be seen as the closed subgroup scheme
of diagonal matrices of GL,, explaining the name diagonalizable.

6. The constant group scheme. Let R be a ring and I' an ordinary, finite commutative group.
We define A to be the R-algebra R, of set-theoretic functions from I' to R. A basis for A
is given by {e, } .o, for e5(y) = 8,5, where 0 is Kronecker’s delta function. Let’s define
on A the following Hopf algebra structure:

ﬁl(ep) = Z €o @ er, i/r;’(eo) = €51, EN(EU) =
yT=p

1 ife=1€Tl
0 otherwise.

Then A represents an S-group scheme, called the constant group scheme for I', which we

denote by I

7. The group scheme of p”th roots of zero, if char R = p, denoted by a,-. It is defined to be the
kernel of the p”th power morphism G, — G, corresponding to the R-algebra morphism
a: x + 2P . Then apr is represented by Spec(coker ar). Moreover this is an additive
subgroup scheme, since char R = p. As for ju,,, it is a closed finite flat subgroup scheme of
G, of order p".

Remark 2.21 (Base change).

1. LetU, T € Sch/S betwo S-schemes. We use the notation Uy for the base change U x g 7.
It is important to notice that, for V' € Schr, we have Ur(V) = U(V), where in the last
expression we considered V' as an .S scheme, by V — T — S.
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2. In particular the examples we have developed so far can all be given for Z-group schemes
(apart from o, which requires a base ring of characteristic p). Then we will use the nota-
tion given in the examples to mean the group scheme over Z (resp. IF;,) and take their base
change when working in Sch /S for an appropriate .S.

2.3 Connected-étale sequence
Quotients and exactness

In order to construct some important short exact sequences we need to tackle the problem of the
construction of cokernels, hence of quotient groups. In order to do so we have to start with the
concept of group action. Moreover we keep the assumption, from the previous section, that S is
a locally Noetherian scheme.

Definition 2.22: Right action.
Let H be an S-group scheme, and take X € Sch/S. A right action of H on X is a morphism

a: X xgH — X

such that, for all 7" € Sch/S, the induced map X (T') x H(T) — X (T) is a right action of the
group H(T') on the set X (T"). We say that the action is strictly free iff the morphism

(pry,a): X xg H — X xg X

is a closed immersion.

The next proposition will allow us to construct quotients of S-group schemes by finite, flat closed
subgroup schemes. It actually is a consequence of the following, more general result, due to
Grothendieck.

Theorem 2.23 ([Tat98, §3.4]). Suppose that H, finite flat over S, acts strictly freely on X of finite type
over S in such a way that every orbit is contained in an affine open set. Then there exists Y € Sch/S
and a morphism u: X — Y, constant on orbits, such that for every morphism v: X — Z constant on
orbits, there is a unique morphism f: Y — Z such that v = f o u. We denote Y by X/ H, and notice
that u has the following properties:

L X is finite flat over X/H and [X : (X/H)| = [H : S);

2. forevery T € Sch/S, the following map is injective
X(T)/H(T) »—— (X/H)(T).

As promised we obtain the following result for group schemes.

Proposition 2.24 ([Tat98, §3.5]). Let G be an S-group scheme and H C G a finite flat closed subgroup
scheme. Define the action a.: G Xg H — G as the restriction of the group law m on G. Then G/ H is
the scheme of left cosets of H in G.

Assume, moreover, that G / H is finite and flat over S, with order [(G/H) : S]. We will call this
the index of H in G and denote it by [G : H|. Then G is finite and flat over S and we have

[G:H|H:S]=[G:89].

Finally, in order to take quotients in Gp/S, we need to introduce the notion of normal subgroup.

12



Definition 2.25: Normal subgroup.

Let G be an S group and H be a subgroup scheme of G, i.e. H is a subscheme of G and the
inclusion morphism is a homomorphism of group schemes. We say that H is a normal subgroup
scheme of G iff, for all T' € Sch/S, the subgroup H (T') of G(T') is a normal subgroup.

Remark 2.26 (Short exact sequence). Assume, in the hypothesis of proposition [2.24} that H is
also normal in G. Then the multiplication on G induces a multiplication morphism on G/H,
making it an S-group scheme. Moreover the map u: G — G/ H is an S-group homomorphism.
In particular this gives rise to the short exact sequence of group schemes

1 H—— G G/H 1

)

where short exactness also means that ¢ is a closed immersion and w is faithfully flat. Here 1
denotes the constant S-group scheme 1, as seen in item[6]of example
Separable algebras and étale group schemes

The study of étale group schemes is strictly related to that of separable algebras, so here are a few
interesting results for the latter.

Theorem 2.27 ((Wat79, §6.2]). Let k be a field and denote by k and k*® respectively an algebraic and
a separable closure of k. Let A be a finite dimensional k-algebra. The following are equivalent:
1 A®y k is reduced;

2 A@pk~kx - xk

3. The number of k-algebra homomorphisms A — k equals the dimension of A over k;

BN

A'is a product of separable field extensions of k;
5 A®p k® ~ k% x - x k°.

If, moreover, k is a perfect field, all of the above are equivalent to
6. Ais reduced.

Definition 2.28: Separable algebra.
A k-algebra A satisfying the equivalent conditions of theorem is called separable.

Corollary 2.29 ((Wat79} §6.2]). Subalgebras, quotients, products and tensor products of separable k-
algebras are separable. Moreover, given L/k a field extension, A is separable over k iff A Q@ L is
separable over L.

For the following definition we will not assume maximal generality, but we will restrict to a case
which includes the situation we will be concerned with, i.e. finite flat schemes over a Noetherian
affine base.

Definition 2.30: Unramified and étale morphism of schemes.
Let f: X — S be amorphism of finite type between locally Noetherian schemes.

1. We say that f is unramified at z € X iff, for s :== f(x), the image f¥(m,) generates m,
in Ox , and k(x)/k(s) is a finite and separable field extension.

2. We say that f is érale at © € X iff it is flat and unramified at x.
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3. We say that f is unramified (resp. étale) iff it is unramified (resp. étale) at every point of X.

4. We say that X € Sch/S is unramified (resp. étale) iff its structure morphism is unramified
(resp. étale).

In fact we can use this characterization in our context thanks to the following lemmas.

Lemma 2.31 (|[Stacks} Lemma 02GL]).
1. A scheme X is étale over a field k iff X = Spec(A) for a separable k-algebra A.

2. If f: X — S is an étale morphism of schemes, for every s € S, the fiber at s is given by
X = Spec(Ay), for a separable k(s)-algebra As.

Lemma 2.32 ([Stacks|[Lemma 02GM)). Let f: X — S be a morphism of schemes. Assume, moreover,
that f is flat, locally of finite presentation and that, for all s € S, the fiber X5 := X Xgpec(r(s))
Spec(k(s)) is a disjoint union of finite separable extensions of k(s). Then f is étale.

Finally we to quote an important result which concerns finite étale group schemes over a field.

Definition 2.33: Discrete &, -groups.

Let k be a field and k a fixed separable closure of k. Let %, := Gal (E/k) be the absolute Galois
group of k. We define the category of abstract discrete finite G}, -groups as the category whose objects
are abstract finite groups endowed with the discrete topology and a continuous action of ¥, via
group homomorphisms. A morphism of abstract discrete finite %, -groups is a ¥).-equivariant
group homomorphism.

Theorem 2.34 ([Mil17} §2.16]). The functor G + G(k) is an equivalence of categories between the
category of étale group schemes over k and the category of abstract discrete finite <, -groups.

Remark 2.35 ([Sha86} §3, example (7)]). We can generalize the above result to the case of a base
scheme S' := Spec(R), where R is a complete (or more generally Hensel) Noetherian local ring
with residue field k. In this case, again, we find an equivalence of categories, this time between
the category of abstract discrete finite ¢, -groups and that of étale R-group schemes.

Example 2.36. Important examples of étale group schemes are given by constant group schemes
over fields. In fact they are represented by the spectrum of a finite product of copies of the base
field, hence they are étale by theorem[2.27] More generally, in case the base scheme is a Noeth-
erian discrete valuation ring, we can reduce to the above arguments on the two fibers thanks to
lemmal[2.32|and obtain the same result. In fact we only need to show that the structure morphism
is flat, which corresponds to showing that our algebra is a flat module over the base ring. But this
is the case, since as a module it is a finite product of copies of the base ring.

Connected-étale exact sequence

In the following section we will always assume S = Spec(R) for a henselian local ring R. We
will denote by m its maximal ideal, by k& := R/m its residue field and by s := Spec(k) the closed
point of R. Finally by G we will denote a finite and flat S-group scheme.

Theorem 2.37 ([Tat98} §3.7], Connected-étale exact sequence). Let GO be the connected component
of the identity in G. Then G is the spectrum of a local R-algebra with residue field k = R/m and it
is a flat, closed normal subgroup scheme of G. Moreover the quotient G¢* := G /GY, constructed as in
proposition[2.24 is étale and gives rise to the short exact sequence

1 GO G Gét 1,
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called the connected-étale sequence for G. In particular it can be characterized by the fact that every
homomorphism from G to an étale S-group factorizes through G — G, and G© is the kernel of that
homomorphism.

Proposition 2.38 ([Tat98} §3.7]).

1. Assume chark = 0, then G° = S and G = G®. If, instead, chark = p > 0, we have
[GY : S] = p' for some L. As a consequence, if [G : S] is invertible in S, then G is étale over S.

2 IfR=kisafieldandn =[G : S|, then ™ = 1 for all x € G(B) for any k-algebra B. We
say that G is killed by its order.

3. If R is a perfect field, then the homomorphism G — G¢' admits a section. As a consequence
G = G° x G can be expressed as a semidirect product.

2.4 Cartier Duality

In this section we will mainly be concerned with S = Spec(R) affine and G finite commutative
over S, hence affine, let’s say G = Spec(A).

Remark 2.39. In remark we recalled that A is a finite projective R-module. Then, still
arguing by [Stacks) Lemma 00NX]), A is a finite and locally-free R-module. For an R-module M
we define its dual R-module to be M? := Hompg (M, R). Hence, for any couple of locally-free
R-modules of finite rank M and N, one has the natural isomorphisms

M —~— (MP)P and MP @r NP —~ (M @ N)".
Remark 2.40 (Dual algebra). To the R-algebra A we can associate the R-module
AD = HOIHR_Mod (A, R) .

Thanks to the above remark, in case A is given with a cocommutative Hopf algebra structure, one
can dualize it to obtain a (cocommutative) Hopf algebra structure on A”. In particular product
and coproduct of A become, respectively, coproduct and product of A”, as

(A)P: AP —— AD @R AP and (m)P: AP @ AP —— AP,

More explicitly (&)D and ()P are the transpose maps of A and 771 respectively, i.e.

(A)P := Homp.mod(A, R): Homp.mod (A, R) —— Homp.mod (A @5 A, R)
[ oA,
where, since A is a finite projective R-module, on the right hand side we have the isomorphism
Homp mod (A ®r A, R) ~ Hompg mod (4, R) g Hompg mod (4, R) .
Analogously one constructs (m)7.

Definition 2.41: Cartier dual.
Given a .S and G as before, we define the dual of G as the group scheme defined by

GP := Spec(AP).
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Theorem 2.42 ((Wat79, §3.7], Cartier duality). Let G be a finite, commutative R-group scheme. Then
the following facts hold true.

1. GP is a finite commutative S-group scheme.

2 (GPYP ~q.

3. Forall H,G € Gp/S finite commutative Homgp, g (G, H) ~ Homgp g (HD, GD).
4. Forming GP commutes with base change.

Remark 2.43. Duals of finite commutative group schemes inherit some other properties, in fact
[GP : S] =[G : S]. Moreover the dual of a short exact sequence is short exact.

One can also interpret duality from a different point of view. Here the relevant notions.

Definition 2.44: Characters of S-groups.
Let G be an S-group scheme. A character of G is a homomorphism of S-groups

X: G —— Gm’s.

Remark 2.45 (|Wat79} §2.4], Dual as hom functor). Characters form a group in the set of morph-
ism of S-schemes between G and G,,,_ g, the base change of G, to S. Then one can introduce
the contravariant sheaf hom functor, also called internal hom functor, from Sch/S to Ab

HomGp/S (G7 Gm,S) T — HOIIle/T (GT7 Gm,T) .

Then, for a finite, commutative S-group G we have the isomorphism
GP ~ Homegp, s (G, Gm,s) -
This is actually one of the cases in which the above hom functor is representable.
Let’s now give a few examples of dual group schemes among the ones we introduced so far:

Example 2.46.

1. The dual algebra of R' is R[I'] and viceversa. Hence diagonalizable finite group schemes
are dual to constant commutative group schemes. In particular this yields that y,, is dual
to Z/nZ and viceversa.

D

2. One can show that af =~ ay. In fact we can view oy,

as the character group

HomGp/S (o‘p,Sa Gm,S) .

To see this we can reduce to the case where S = Spec(IF,). The result holds in general
due to compatibility of the construction of dual group scheme with base change. Then, for
any [F),-algebra R, we can define the exponential map

exp: ap(R) —— G,
r —— exp(r) ::1+r+2—?—|—~--+(;pf_11)!.
With this notation it can be shown that, for any T' € Sch/F,,, self duality is given by
o(T) —=— Homgy/r, (p; Gm,r,)

E—— (r—exp(&-r)).
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2.5 Frobenius and Verschiebung
Let’s now study a few constructions in characteristic p: let R be a ring with char R = p.

Definition 2.47.

For any R-algebra A, denote by ¢4: A — A the morphism acting by a +— a”. It induces
Spec(pa): Spec(A) — Spec(A), which is the identity at the level of topological spaces. This
map, moreover, can be glued for any R-scheme X, giving rise to amap ¢ x : X — X such that

1. it is the identity at the level of topological spaces,

2. forany U C X open, it induces the p-power map as a ring homomorphism Ox (U) —
Ox(U).
We will denote by X (P) the fibered product

X®) = X xg Spec(R) —— X

! l

Spec(R) ———— Spec(R).

Finally we can construct the map Fix/p: X — X (P), which we will denote simply by Fix when
the base scheme is clear, as the unique map making the following diagram commute:

X
X
. Fx/r

~

N
X 4 X

| !

Spec(R) —7> Spec(R).
Definition 2.48: Frobenius morphism.
For R aring of characteristic p, and X an R-scheme, we define
1. px: X — X the absolute Frobenius morphism of X,
2. Fx: X — X ) the relative Frobenius morphism of X.

Remark 2.49. Notice that the relative Frobenius F'x is a morphism of R-schemes, for all X €
Sch/R. Instead the absolute Frobenius ¢ x, in general, is not.

Notation 2.50.
Given a morphism of R-schemes f: X — Y, we define
fP = f xidg: X®) —— y®),
Lemma 2.51. If G is an R-group scheme, for R a ring of characteristic p, the relative Frobenius
Feo: G — GV is a homomorphism of R-group schemes.

Definition 2.52: Nilpotent Frobenius.
n+1 )

1. We set, for any X € Sch/S and any integer . > 0, X(© = X and X =
(X(pn)) ®) Then we denote by F2: X — X ") the n-fold composition

X Py e x " h M) x (™M)
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2. Assume now that G := X is an S-group scheme. By lemma F% is a group scheme
homomorphism. We say that Fi; is nilpotent iff there is an integer n > 1 such that FZ is
the trivial homomorphism.

The following results hold for group schemes over a field, hence we will replace R by a field k of
characteristic p > 0.

Proposition 2.53. Let G be a finite k-group scheme. The following are equivalent:
1 Gis étale,
2 kerFg =1,
3. Fg is an isomorphism.

Proposition 2.54. Let G be a finite commutative k-group scheme. Then G is connected iff Fg is
nilpotent.

Definition 2.55: Verschiebung.
Let GG be a finite, commutative R-group scheme. By theorem (GPHP ~ (GP)®P), One
defines the Verschiebung, german for “the shift’, homomorphism

VG ::F£D3 G(p) — G
as the dual to Fgp: GP — (GP)P) ~ (GP)P, recalling that ((G®)P)P ~ G®) and
(GPYP ~ @G.
Remark 2.56.
1. By Cartier duality one sees that F5 = Vo and VP = Fgo.

2. One constructs V7 by successive compositions as for 7. Then we say that V is nilpotent
iff there exists an integer n > 1 such that V|7 is the trivial homomorphism.

Let’s briefly quote a result, which is dual to proposition[2.53|and proposition[2.54]
Proposition 2.57. Let G be a finite commutative k-group scheme. Then the following hold true.
1. coker Vg = 1iff Vg is an isomorphism iff GP is étale.
2. Vg is nilpotent iff GP is connected.

We will conclude this section with a famous and useful relation between Frobenius and Ver-
schiebung.

Theorem 2.58 (|Mil17} §11.i]). Let G be a finite commutative k-group scheme. Then the following
diagram commutes

G —rde g

where p - id denotes the multiplication by p on G.
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3 p-divisible groups

The aim of this section is to introduce, from two different points of view, the notions of formal
Lie group and of p-divisible group, and to show how the two concepts are related to one another.
Before doing so, though, we need to introduce a new notion, that of formal scheme.

3.1 Formal schemes

These definitions are meant to allow to capture infinitesimal information which is not present in
the construction of schemes. We will not have time to discuss such interpretation, and will only
restrict to stating the definitions and results which will be needed in what follows. This section
is strongly inspired from [Stacks}|Section OAHY], which in turn bases itself on [EGA| Chapter I,
§10]. Let’s start by recalling a few useful algebra definitions.

Definition 3.1: Topological rings and modules.

1. We say that a ring R is a topological ring iff it is a ring endowed with a topology such that
both addition and multiplication are continuous maps R X R — R, where R X R is taken
with the product topology.

2. We say that an R-module M, where R is a topological ring, is a topological module iff M is
endowed with a topology such that addition and scalar multiplication are both continuous,
again with their sources taken with the product topology.

3. We say that R is linearly topologized iff 0 has a fundamental system of neighbourhoods con-
sisting of ideals. Analogously M is linearly topologized iff 0 has a fundamental system of
neighbourhood consisting of submodules.

4. If R is linearly topologized, we say that the ideal I < R is an ideal of definition iff I is open
and every neighbourhood of 0 contains I™ for an appropriate n € N.

5. Z is admissible iff it has an ideal of definition and it is complete.

Definition 3.2: Completed tensor product.

Let Rbe atopological ringand M, N be linearly topologized R-modules. Let M, <M and N, <N
run through fundamental systems of open submodules of M and N respectively. We endow the
tensor product of M and N with the linear topology defined by the fundamental system of open
submodules

im{MH QrN+M®rN, — M®grN}.
Then we define the completed tensor product as the completion of the tensor product with respect

to the topology we just defined, i.e. as

— . M ®RN
M®pN =
Or LmMMQ@RN—&-M@RN,,

= ]LmM/M# ®gr N/N,.
Remark 3.3. In the case where R is a complete topological ring, M = R[Xy,...,X,] and
N = R[Y1,...,Y.,], one obtains the isomorphism
R[X1,..., X, ]®rR[Y1,..., Y] = R[S1,...,Sn,T1 ..., T].
Above we denoted by S := X; ® landby T :=1®Yj.

Definition 3.4: Pseudo-discrete sheaves.
A sheaf F of topological rings (resp. topological modules, topological groups, etc) is called pseudo-
discrete iff F(U) is endowed with the discrete topology, for all open U C X.
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Definition 3.5: Associated pseudo-discrete sheaf.

Let X be a topological space with a basis of the topology consisting of quasi compact open subsets
(for example Spec(R) for a ring R). Given any sheaf F of rings (resp. modules, groups, etc)
we define the associated pseudo-discrete sheaf, still denoted by JF, as the sheaf of topological rings
(resp. topological modules, topological groups, etc) with topologies defined as follows. To each
U C X open and quasi compact we endow F (U ) with the discrete topology. For an arbitrary
open U = U,erU;, where U; are all quasi compact open, we endow JF(U) with the induced
topology from II;c; F(U;), via the inclusion in the definition of sheaf, which comes from the
exact sequence in remark[1.14]

Remark 3.6. In the above one should verify good definition of the topology. For questions of
space we will leave these verifications to [Stacks} Section OAHY] and [EGA} Chapter I, §10].

Definition 3.7: Locally topologically ringed spaces.

We define a locally topologically ringed space, for short ltrs, to be a pair (X, Ox) consisting of a
topological space X and a sheaf of topological rings O x, whose stalks are local rings. A morphism
of locally topologically ringed spaces (X, Ox) — (Y, Oy ) isapair (f, f#), where f: X — Yisa
continuous map and f#*: Oy = f.Oxisa morphism of sheaves such that, forall V' C Y open,
the map

FE: Ox(V) —— Ox(f71(V))

is continuous and, for all z € X, the induced map at the level of stalks
[¥: Oy ) — Oxo

is a local homomorphism of local rings (here we forget about topology). We define the category of
locally topologically ringed spaces, denoted by Itrs, as the category whose objects and morphism
have just been described.

We now have enough basic definitions to give that of formal scheme. Let’s notice that this con-
struction follows that of [EGA| Chapter I, §10], hence all of the verifications can be checked there.

Definition 3.8: Affine formal scheme.

1. Let o/ be an admissible ring, with fundamental system of neighbourhoods {Ix},.,. We
define

Spf(#) := {p < </ | p is open and prime} C Spec(),

and endow Spf(«?) with the subset topology. For each A € A, one can associate, as
in definition to the structure sheaf Ogpec(ar/1,) of Spec(27 /1)), a pseudo-discrete
sheaf, which we will denote by O,. One should also notice that, since .7 is admissible,
Spec(&f /1) has indeed the same topological space as Spf (/) for all I,. Moreover, for
I C I, one has an induced homomorphism

Spec(«/ /1,,) —— Spec(4/ /1),

which gives rise to a compatible system. Then one defines

Ospt(er) = Jim O,

AEA

where the limit is taken in the category of sheaves of topological rings. Finally one defines
the pair (Spf(%), Ogp(.r)) to be the formal spectrum of <7 .
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2. Alocally topologically ringed space is said to be an affine formal scheme iff it is isomorphic, in
Itrs, to the spectrum of an admissible ring. A morphism of affine formal schemes is just a
morphism of the underlying locally topologically ringed spaces.

Remark 3.9. Asin the definition of associated pseudo-discrete sheaf, in the above there are many
details to be checked and filled in. Again we will leave them to [EGA} Chapter I, §10].

Remark 3.10. One can prove that, much like with affine schemes, the category of affine formal
schemes is anti-equivalent to that of admissible topological rings. In particular we have

Homy,s (Spf(£), Spf(«)) ~ Homeont (&7, AB) ,

where in the right hand side we considered only continuous morphisms of rings, i.e. morphisms
in the category of admissible topological rings.

Definition 3.11: Formal scheme.

A formal scheme is a locally topologically ringed space (X, Ox) such that every point has an open
neighbourhood isomorphic, in Itrs, to an affine formal scheme. A morphism of formal schemes is
just a morphism of the underlying locally topologically ringed spaces.

Remark 3.12. Following the construction of associated pseudo-discrete sheaf, one can associate
to any sheaf a formal sheaf. This actually gives rise to a fully faithful embedding of the category
of schemes in that of formal schemes.

To ease the transition to the study of p-divisible groups let’s also recall a couple of results with
these objects.

Remark 3.13. Since it will be our main interest, let’s restrict to the affine case. Given an admiss-
ible ring 7, with fundamental system of ideals {1 } AeA» We have

Spf(«/) ~ lim Spec(«/ /1))
AEA
in the category of formal schemes. In fact, as can be seen in [EGA} Chapter I, §10.6], one can do
a similar construction with formal schemes. Hence we can view these last as inductive limits of
ordinary schemes.

Remark 3.14. Moreover, with regards to the construction of p-divisible groups and formal Lie
groups, we will follow [Sha86} §5] for the point of view of formal schemes. Then, as we will remark
again, we will fix % a local admissible ring and S' := Spec(Z%). Moreover we will mainly deal
with formal affine schemes over S which are given by inductive limits of what Shatz defines very
finite schemes over S. There, we read that an S-schemes T is very finite iff it satisfies:

1. T is finite and flat over S (hence affine) and
2. the Z-module T' (T, Or) is of finite length.

Specializing remark[3.10]to the case of this family of formal affine schemes over S, i.e. those which
are given by inductive limits of very finite S schemes, we obtain an anti-equivalence of categories
with the category of profinite %Z-algebras. This is the setting in which we will state most results
in the formal scheme setting in the following sections.

3.2 Formal groups and formal Lie groups

In this section we will define the concept of formal Lie group, generalizing that of Lie group, i.e. that
of group in the category of complex analytic manifolds, without the restriction of convergence of
the series defining the group operation.

Starting from this section we will define concepts both in terms of formal schemes, borrowing
from [Sha86], and in terms of fppf sheaves, borrowing from [Mes72].
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Formal schemes point of view

As anticipated in remark we fix % alocal admissible ring, S := Spec(Z#) and we work only
with inductive limits of very finite S-schemes.

Definition 3.15: Formal group schemes.

A formal group scheme is just a group object, as defined in remark [2.6] in the category of formal
schemes. Analogously a formal S-group scheme is a group object in the category of formal schemes
over S.

Remark 3.16. Aswith the case of group schemes, in the affine case G = Spf (<), one defines, on
4/, comultiplication, antipode and counit morphisms with the usual properties of definition[2.12}
One should note, though, that in the category of profinite R-algebras, the coproduct is given by
the completed tensor product, hence the comultiplication is a morphism

m: o —— dQpd .
One can generalize the results of theorem to this new setting.

Theorem 3.17 ([Sha86} §5]). Let G be a formal group scheme over S. Then there is a canonical short
exact sequence

1 GO G Gét 1,

in which G is a connected normal formal subgroup of G and G is an étale formal group.
The following definition is not the most general one, but the right one in our context.
Definition 3.18: Formal Lie variety.

1. A formal S-scheme G is said to be smooth iff G©, as defined in theorem is the formal
spectrum of a power series ring over Z.

2. Ajformal Lie variety over S is a smooth, connected formal S-scheme.

Definition 3.19: Formal Lie group.

A formal Lie group is a group object in the category of formal Lie varieties. More explicitly it is
I' .= Spf (&), where &7 := Z[X1,...,Xn]. Thenn is its dimension.

Remark 3.20. As stated in remark[3.16} since a formal Lie group is an affine formal scheme, one
gets a Hopf algebra structure on o7. As formal Lie groups are often introduced giving focus only
on the comultiplication morphism and its axioms, we will recall them here, with names which
can be found in the literature. More explicitly comultiplication of the formal Lie group Spf (%)
is a morphism of topological rings

o —— ARqpd = R[X1,...,Xo],

satisfying the following conditions:
1. eaxiom: X = f(X,0) = f(0, X);
2. coassociativity: f(X, f(Y,2)) = f(f(X,Y), Z);
3. commutativity: f(X,Y) = f(Y, X).
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Notice that any such morphism f is just the data of (f;(Y, Z))_,, power series in 2n variables,
where f; is the image of X; via f. Again, as is often found in the literature, one denotes the image
of comultiplication by

XY = f(X,Y).

One can also prove that these axioms are enough to grant the existence of the inverse for any
element of I, hence they suffice to give I" a formal group scheme structure.

Finally a note on the terminology and the axioms. At first one can notice that we have never
explicitly asked a formal Lie group to be commutative, but we have added the axiom here. In fact,
much like the choice of introducing them via the explicit description of the group law, this is a
choice which brings this definition closer to the analogous concept of Lie groups over complex
analytic manifolds. Moreover, in the future, we will mainly concentrate on Lie groups related to
p-divisible groups, which are assumed to be commutative.

Definition 3.21: p-divisible formal Lie group.
We define the map multiplication by p on T := Spf (&) as the map p: I" — T associated to

Vv —— o
X+—— X*---%xX (ptimes).

If, moreover, I is a formal Lie group, it is said to be p-divisible iff the map p is an isogeny, i.e. it is
surjective and has finite kernel. This means that .7 is a free module of finite rank over itself.

fppf sheaves point of view

In the following part we will always write groups over .S, or S-group, to mean an fppf sheaf of
commutative groups on the site (Sch /.S) g pe. Also the schemes X, Y € Sch/.S will be viewed, via
the associated functor of points, as sheaves on S for the fppf topology. Recall that, for Y € Sch/.S,
sections on T' € Sch/S of Y are just T-points and, as usual with sheaves, we denote them by

T(T,Y) =Y (T).

Notation 3.22.

To differentiate the above definition of S-group, which does not require representability, from
that of definition we will denote the category of group schemes as fppf sheaves by Gr/S, as
opposed to Gp/S.

Remark 3.23. Since the category of commutative groups, i.e. Ab, is abelian we see that Gr/.S
inherits two important properties. First of all, as proved in [Stacks, Lemma 03CN], Gr/S is an
abelian category. Moreover, as proved in [Stacks| Theorem 01DP)], it has enough injectives.

Remark 3.24. Since the category Gr/S does not require representability, to define the pullback
for a morphism of schemes f: S — S’ we need to use the localization morphism of topoi, as

defined in definition

Definition 3.25: kth infinitesimal neighbourhood.

Let Y < X be a monomorphism of fppf sheaves on Sch/S. We define Inf¥. (X ) as the subsheaf
of X whose sections over an S-scheme T are given as follows. The sections I'(T, Inf}- (X))
consist of all £ € I' (T', X') such that there is an fppf covering {T; — T'},; of T" and, for each i,
a closed subscheme 77 of T;, defined by an ideal whose (k + 1) power is (0), with the property
that every element tlT{ € I'(T!, X)) is already an element of I'(T}, Y").
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Notation 3.26.
Let X be a sheaf on S, with a section ex : S — X. If this section is clear from context, e.g. in

case we have (X, ex ) a pointed sheaf on .S, i.e. a sheaf on S given with a sectionex : S < X,
we will write Inf* (X ) instead of Inf? (X).

Remark 3.27. Notice that, when G = X isan S-group, it is canonically a pointed sheaf (G, e )
on S, with immersion e : S — G given by the unit section, i.e. the unique section whose image
is the unit of the group G. In the following we will implicitly assume this, and write only G to
denote the pointed sheaf (G, eq).

Notation 3.28.
For a scheme S and an S-group G € Gr/.S, we introduce the notation

where the limit is taken with respect to the natural inclusion morphisms.

Definition 3.29: Ind-infinitesimal sheaf. o
A pointed sheaf (X, ex) is called ind-infinitesimal iff, as an fppf sheaf, X = X.

Right now we need to introduce a couple more concepts from algebraic geometry to make sense
of the definitions which are at the heart of this section.

Definition 3.30: Conormal sheaf of an immersion.

Lett: Z — X be a closed immersion of schemes. Let Z C Ox be the corresponding quasi-
coherent sheaf of ideals. Then the sheaf Z/Z? is annihilated by Z, hence it corresponds to a sheaf
on Z. This last sheaf, denoted with w,, is called the conormal sheaf of Z in X, or the conormal
sheaf of the immersion ¢. In case we are given (X, ex ), a pointed sheaf on .S, we will denote the
conormal sheaf of the immersion ex simply by wx.

Definition 3.31: Symmetric and exterior powers.
Let (X, Ox) be aringed space and F be an O x -module.

1. We define the tensor algebra of F to be the sheaf of noncommutative O x -algebras

T(F) = Tox (F) = P T"(F),

n>0
where TO(F) := Ox, TY(F) := F and, foralln > 2,

THF) =F Qoy - Qoyx F (ntimes).

2. We define the exterior algebra of F, denoted by /\ F, to be the quotient of T(F) by the two
sided ideal generated by local sections of the form s ® s of T?(F), where s is alocal section
of F.

3. We define the symmetric algebra of F, denoted by Sym(F), to be the quotient of T'(F) by
the two-sided ideal generated by local sections of the form s @ t — t ® s of T?(F), where
s and ¢ are local sections of F.

Remark 3.32.

1. Both A F and Sym(F) are graded Ox -algebras, whose grading is inherited from T(F).
Moreover Sym(F) is commutative, whereas A F is graded-commutative.
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2. If F is a quasi-coherent (resp. locally-free) sheaf of Ox-modules, then each of T'(F), A F
and Sym(F) are quasi-coherent (resp. locally-free), see [Stacks| Lemma 01CL].

And now back to our interests.

Definition 3.33: Formal Lie variety.
A pointed sheaf (X, ex) on S is said to be a formal Lie variety iff it satisfies the following:

1. X is ind-infinitesimal, i.e. X = X = lim Inf*(X), and Inf" (X)), viewed as a sheaf in the
fppf topology, is representable for all £ > 0;

2. wy ~eX (Qk/s) ~ ey (Qllnfk(X)/S)’ for any k € N, is locally-free of finite type;

3. Denoting by gr'™f(X) the unique graded Og-algebra such that gri* (X) = gr,(Inf'(X)),
we have an isomorphism

Sym (wx) —— gr'™(X)

induced by the canonical mapping wy — gri*f(X).

Remark 3.34 ((Mes72| Chapter II, §1]). From this definition it follows that X, locally on S, is
isomorphic to Og[T7,...,T,]. In particular, following the assumptions made for the formal
scheme point of view, it grants that X is given by R[17, ..., T}, ], where S = Spec(R).

Definition 3.35: Formal Lie group.
A formal Lie group over S is a group object G in the category of formal Lie varieties over .S.

In the following we will always assume that a formal Lie group G is commutative. Moreover, for
these last results, we will assume that our base scheme S is of characteristic p > 0.

Remark 3.36 (Frobenius and Verschiebung). One can generalize the definitions given for fi-
nite commutative group scheme in section In fact, looking at how they act on S-points,
these definitions can be generalized to any contravariant functor from Sch/S to Sets. Then one
defines, on any sheaf of groups G, a Frobenius morphism, denoted again by Fg: G — G®),
and a Verschiebung morphism, denoted by Vi : GP) — G. Moreover, as in definition we
denote by F2: G — GP") the n-fold composition of the Frobenius morphism.

Definition 3.37.

1. We denote by G[n] = ker Fj3, the kernel of the n-fold composition of the Frobenius
morphism.

2. Asheaf of groups G on S is said to be of F-torsion iff G = lim G[n)].

3. A sheaf of groups G on S is said to be F-divisible iff F;: G — G®) is an epimorphism.

With this in mind we can more easily characterize the formal Lie groups over S of characteristic
D.

Theorem 3.38 (|[Mes72) Chapter II, §2, theorem 2.1.7]). In order for a sheaf of groups G on S to be
a formal Lie group, it is necessary and sufficient that the following conditions hold:

1. Gis of F-torsion;

2. G is F-divisible;
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3. the G[n] are finite and locally-free S-group schemes.

For the following result assume that the base scheme S = Spec(A) is the affine scheme associated
to an admissible ring with ideal of definition I. Assume moreover that I /I? is of finite type over

A/I and set S,, := Spec(A/I"t1).

Lemma 3.39 ((Mes72, Chapter 2, §4, lemma 4.13]). The natural functor associating to a formal Lie
variety over S a family of formal Lie varieties over S,, is an equivalence of categories. In particular it
induces an equivalence of categories between formal Lie groups on S and the inverse limit of the categories
of formal Lie groups on the various Sys.

Remark 3.40 (Comparison of the two points of view). We can see, thanks to theorem re-
mark 3.34] and definition[3.19} that the two definitions of formal Lie group coincide, over S =
Spec(R), where R is alocal admissible ring. In fact from the definition as an fppf sheaf of groups,
we obtain that G is F'-torsion. As a consequence every GG[n], up to base change to the residue field,
satisfies conditions of proposition[2.54] which grants connectedness. Moreover we see that G is
given by a ring of formal power series, hence it is smooth. For the converse we recall theorem([1.16}
remark [3.14)and theorem [2.58|and then have to argue following [Tat67, proposition 1], see also
[Mes72} Chapter 11, §2, theorem 2.1.7] for some more details.

3.3 p-divisible groups

As in the previous section, we will define p-divisible groups from two different points of view:
that of formal schemes and that of fppf sheaves.

Formal scheme point of view

In this section we will follow the construction of [Tat67} §2] and of [Sha86} §6]. In particular we
will see a p-divisible group as a formal group satisfying certain important properties. As before,
sticking to the convention of [Sha86], we will denote by & an admissible local ring (and often
assume that it also has residue characteristic p).

Definition 3.41: p-divisible group.
A p-divisible group over Z of height h € N is an inductive system

G = (G iv)yen »
satisfying:
1. foreachv € N, G, is a finite, flat and commutative group scheme over Z of order pvh;

2. foreach v € N, there is an exact sequence

. v
0 —— Gy —= Gyr1 —— Goi1,

where the second map is the multiplication by p¥ in G, 41, hence the first is a closed im-
mersion which identifies G,, with the kernel of p* on G, 41.

Remark 3.42. Recalling remark we see that the inductive system (G, iy),y defines a
formal group
G = hél’l G,.
veN
Even though this remark allows to associate an object to a p-divisible group, we will mostly work
directly with the inductive system.
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As of now the reason behind the name p-divisible is still not clear. The following proposition and
remark will clarify it.

Proposition 3.43. A p-divisible group over Z is a p-torsion commutative formal group G over %, for
which p: G — G is an isogeny.

Proof. Since, for all v € N, i, is a monomorphism, the following diagram shows that G,, is the
kernel of p¥ on G, 2 via the iterated immersion ¢,,4-1 0%,,. Inductively this holds for G, where
t>1:

v

p p
Gv+2 G1)+2 GU+2

’L’v+1T 2o IT

0 —— Gy —— Gupa — Goy1.

As a consequence G, is the kernel of p¥ on G, hence G is p-torsion (it is hﬂ G). To simplify the
discussion we will introduce the notation g, ; 1= 4y 0+ - - 0 ty4¢: Gy — G4 Then we analyze
the following diagram to obtain that p is an isogeny:

t v

2 p
Gv+t+l ” Gv+t+1 ” Gv+t+1

iv,V

lutt Gy lygt
Jtw AT Tyt

(3.1)

-
-

Gv+t

7 Gv+t'
p

In fact the big square commutes and condition 2 of the definition of p-divisible group, applied to
Gy1t, implies that p® o i, factors through the kernel of p¥ on G, ¢, 1. As seen above this is
G, granting the existence of the dashed arrow j; ,,. Moreover we obtain the commutativity of the
right triangle by definition of inductive system. As a consequence, since ¢, is a monomorphism,
also the lower triangle commutes, granting ¢, ; 0 j., = pt. Then, as also iy, is a monomorphism,
ker j; ,, coincides with the kernel of p* on G4, which is G by the above discussion. Then, by
property 1 of p-divisible groups, the order of G, is the product of the orders of G,, and G;.
Then, by arguments of order, the following is a short exact sequence of abelian S-group schemes

Jt,v

0 Gy 0 Gy G 0. (3.2)

Let’s remark that these computation do not depend on the chosen ¢ > 1 nor on the chosen v.
Hence the above sequence is exact for all v and ¢. In particular, fixing ¢ = 1 and letting v vary, we
obtain that p: G — G is an isogeny, i.e. it is onto and has kernel given by a finite group scheme
over S. o

Remark 3.44. This proposition actually has an inverse. In fact, starting from a p-torsion com-
mutative formal group G over %, for which p: G — G is an isogeny, we can recover a p-divisible
group as in definition[3.41] In fact setting G, := ker p”, as seen in proposition[3.43} and i, the
inclusion of one kernel into the next gives an inductive system. The height / is given by the expo-
nent in the order of ker p, and one checks that the order of ker p? is p*". Finally G' = lignveN G,
since it is p-torsion.

Example 3.45.

1. In the case of ordinary abelian groups this definition only allows G, = (Z/ p”Z)h, hence
it just gives rise to the p-divisible group

G= @Gv = (Qp/Zp)h-
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2. Let G, = (ppv )2 be the kernel of multiplication by p¥ in (G, ). We can form an in-
ductive system from these objects, which defines the p-divisible group

pip> = G (p) = i pipe,
vEN

called the p-divisible group of G.,,,. In particular it is of height 1.

3. Denote by Z/p"Z the base change to % of the constant group scheme associated to the
group I' := 7Z/p"Z, see example of item@ We can form an inductive system from
these objects, defining the p-divisible group

Q,/Z, = @Z/p“Z,

veN

generalizing to the setting of group schemes example of item[I} As the one before, this
p-divisible group is of height 1.

4. In case we are given an n-dimensional commutative formal Lie group I" over Z, we clearly
have to require that it is p-divisible, as defined in definition[3.21} Then multiplication by
p is an isogeny. In case, moreover, % is complete and has residue characteristic p, one can
define a p-divisible group of height h over %, starting from I, by the inductive system

L(p) = (Tpv,ipr),, -

In the above I',» is the kernel of the multiplication by p” in I'. Then one can prove that
ker pis connected and, since p is an isogeny, it is also finite. By proposition[2.38|this implies
that the order of ker p is a power of p. Then flatness allows us to base change to the residue
field and invoke theorem with which one can extend this result to ker p* forallv > 1.
It follows that the construction of I'(p) gives rise to a connected p-divisible group.

5. Let X be an abelian scheme of relative dimension d over S. Denote by X (v) the kernel of
multiplication by p¥ in X. It is known that X (v) is a finire flat and commutative group
scheme over S of order p?4?. As a consequence the inductive system (X (v), i), where i,
is the natural inclusion, gives rise to a p-divisible group, denoted by X (p), of height 2d.
We call X (p) the p-divisible group of of the abelian scheme S.

Remark 3.46. Even though the above, in item |4} is just a sketch of the construction, of which
more details are available at [Sha86| §6], we felt it was useful to quote it in view of the following
section.

fppf sheaves point of view

As before, in the following part we will write group over .S, or S-group, to mean an fppf sheaf
of commutative groups on the site (Sch/S)ppe. Moreover, following [Mes72], we will call p-
divisible groups Barsotti-Tate groups.

Lemma 3.47 (|[Mes72| Chapter [, §1, lemma 1.1]). Let G be an S-group such that p"G = 0. The
following conditions are equivalent:

1. Gisaflat Z/p"Z-module,
2 ker(p"%) = im(p®), fori = 0,...,n.

Definition 3.48: Truncated Barsotti-Tate group of level n.
Consider n > 2, a truncated Barsotti-Tate group of level n is an S-group G such that
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1. G'is a finite and locally-free group scheme and
2. G iskilled by p™ and satisfies the equivalent conditions of lemma

Definition 3.49.
If G is a group, we write G(n) for the kernel of p™. Then, if G is killed by p™, we write G = G (n).
Lemma 3.50 ([Mes72| Chapter I, §1, lemma 1.5]).
L IfG(n) is a flat Z/p"Z-module, then G(n) is a finite, locally-free group scheme iff G(1) is. In
such case all the G(1), for 1 < i < n, are also finite and locally-free.

2. If G(n) is finite and locally-free, then
p': G(n) —— G(n —1)

is an epimorphism iff it is faithfully flat.

Definition 3.51: p-torsion and p-divisible groups.

Let S be a scheme and G be an S-group. Denote by G(n) the kernel of the multiplication by p™
on G. The group G is said to be of p-torsion iff lignGN G(n) = G. Similarly G is said to be
p-divisible iff p: G — G is an epimorphism.

Definition 3.52: Barsotti-Tate group.
An S group G is called Barsotti-Tate iff it satisfies

1. Gis of p-torsion;
2. G is p-divisible;
3. G(1) is a finite, locally-free S-group.
We denote by BT /S the full subcategory of Gr/.S whose objects are Barsotti-Tate groups over .S.

Remark 3.53. The category BT /S is not abelian: it does not admit kernels. In fact the kernel of
the morphism p: G — G of multiplication by p must be killed by p, hence cannot be a Barsotti-
Tate group (unless G = 0).

Remark 3.54 ((Mes72} Chpater I, §2.4.1]). Let f: S’ — S be an arbitrary morphism of schemes.
Consider BT /S as a subcategory of sheaves of abelian groups on (Sch/S); . and define, as in
definition[1.21] the pullback functor between the appropriate categories of sheaves. Then, for any
G € BT/S, the pullback f*G, is a Barsotti-Tate group on S”. Moreover we calllift of G € BT /.S’
via fany H € BT/S such that f*H ~ G.

Lemma 3.55 ([Mes72} Chapter 1I, §3, lemma 3.3.18]). Let p be locally nilpotent of S and G be a
Barsotti-Tate group on S. Then G == ligk.EN Infk(G) is a formal Lie group.

Definition 3.56: Conormal sheaf of a Barsotti-Tate group.
Given a Barsotti-Tate group GG over a scheme S, on which p is locally nilpotent, we define the
conormal sheaf of G by wg = wg where, as above, G = liglk Inf* (G).

Remark 3.57 ([Mes72, Chapter II, §3, remark 3.3.20]). In the above hypothesis, thanks to defin-
ition|3.33} the sheaf w is locally-free of finite type. Moreover, locally on S, wg = wg(m) for m
sufficiently large. Finally, if p™ kills S, we have wg = WG (N)-

As in the section regarding formal Lie varieties, for the following result we will consider the base
scheme S = Spec(A), where A is an admissible ring with ideal of definition I. Assume moreover
that I /I? is of finite type over A/ and set S,, := Spec(A/I"1).
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Lemma 3.58 ([Mes72| Chapter 2, §4, lemma 4.13]). The natural functor associating to a Barsotti-
Tate group over S a family of Barsotti-Tate groups over Sy, is an equivalence of categories. Moreover
this equivalence of categories is compatible with extensions.

Remark 3.59 (Comparison of the two points of view). We will follow [Mes72| Chapter I, §2,
remark 2.3 and Chapter II, §3, theorem 2.1.7] to show that the two points of view define the same
objects over S = Spec(R), for an admissible local ring R. Let’s start by considering G € BT/S.
Let’s denote by 4, ¢ : G(v) — G(v + t) the natural inclusion morphisms. By definition we have
G(v) = G(v +t)(v) forallt > 1. Then, denoting by 7,, = 4,1, this means that (G, %),y
is an inductive system. Moreover it also means that G(v) is the kernel of multiplication by p* on
Gyt for all t. As a consequence we obtain that the following sequence is exact:

iy P
00— Gy —— Gyy1 —— Gyi1.

Hence (G, i) vEN satisfies condition 2 of definition Then, since G is p-divisible, i.e. mul-
tiplication by p is an epimorphism on G we have that, for any 0 < ¢ < v, p*~* induces an
epimorphism G(v) — G(i). Combining this with the above remark we obtain the exactness of

v—1

00— Gv—i) 2= Go) 2 G(i) 0. (3.3)

From the theory of finite group schemes over a field one obtains that the rank of the fiber of
G(1) atapoint s € S is of the form p"(*) for a function h which is locally constant on S. Then,
from equation and multiplicativity of ranks in short exact sequences, see proposition [2.24}
we obtain that the rank of the fiber of G/(n) at s is p"*(*). As a consequence our inductive system
satisfies also 1 of definition[3.41]

Starting from a p-divisible group (G, iy),, oy, instead, we set G == h%mveN G, and invoke
proposition[3.43|to conclude that G € BT/S.

To end this section we will state a result which relates the concepts introduced in the last couple
of sections: that of formal Lie group and of p-divisible group.

Proposition 3.60 ([Tat67, §2, proposition 1]). Let Z be a complete Noetherian local ring whose
residue field k is of characteristic p > 0. Then the functor I' — T'(p), constructed as in item B of
example[3.45] is an equivalence of categories between the category of p-divisible commutative formal Lie
groups over Z and the category of connected p-divisible groups over Z.

3.4 Cartier duality

In this section we want to extend the concept of duality introduced in section [2.4|to p-divisible
groups. We will do so in the setting of formal schemes, i.e. viewing a p-divisible group as an
inductive system of finite, flat and commutative group schemes. In fact we will follow [Sha86} §6]
and [Tat67} §2.3] and, again, % will denote an admissible local ring.

Remark 3.61. Let’s notice that for ¢ = 1, thanks to remark equation dualizes to the
exact sequence
iP iy
OHGE — >GvJJrl . >G1 0.

v

universal property defining it). Then, still by remark [2.43] we obtain that it satisfies condition 1
of definition Moreover, since %1 ,, is injective, commutativity of the lower triangle in equa-
tion shows that j, = cokeri; , = coker (p”: Gyy1 — Gy41). But then, since duality is
exact, this implies that the inductive system satisfies also property 2 of definition [3.41} hence it
defines a p-divisible group.

Moreover we see that (G 2.3 ) e defines an inductive system, by construction of j, (using the

30



Definition 3.62: Cartier dual of a p-divisible group.

Let G := (G, iy),c be a p-divisible group over Z. Let GP = (G2, ij)veN be the inductive
system defined in remark [3.61} This last inductive system defines a p-divisible group over Z
which is called the Cartier dual of G.

Remark 3.63. By theorem|[2.42] for finite commutative group scheme, the formation of Cartier
duals commutes with base change. Since we see a p-divisible group as an inductive limit of fi-
nite, flat and commutative group schemes, this also means that taking duals of p-divisible groups
commutes with base change.

Example 3.64. Borrowing from example we can notice that Q,,/Z,, is dual to G, (p) and
viceversa. In fact, by example we know that Z/p"Z is dual to p,n foralln € N.

It now makes sense to introduce one more definition for p-divisible groups, that of dimension.

Remark 3.65. In the case of p-divisible groups over %, for each v € N, one obtains the exact
connected-étale sequence

0 GY G, G 0.

Moreover one can notice that the inductive system G° = (Gg, ig)UeN, where 10 = iv]gos
defines a p-divisible group. Then theorem gives a short exact sequence in which the first
term, G¥, is a connected p-divisible group. By proposition we see that GO = Spf (<), for

o = X[ X1,...,X,] the ring of formal power series in n variables.

Definition 3.66: Dimension of a p-divisible group.
Let G = (G, iv),cy be a p-divisible group over Z. Consider the connected-étale sequence

0 GO G Gt 0

obtained by theorem Thanks to remark we see that G = Spf(&/), where & =
Z|X1,...,Xn] We define n to be the dimension of the p-divisible group G.

Proposition 3.67 ([Tat67, §2.3, proposition 3]). Let G be a p-divisible group over % and GP its
dual p-divisible group. Denote by n. and n® their respective dimensions. Then the heights of the two
p-divisible groups coincide and the common value, h, satisfies

h=n+nP.

3.5 Tate Modules

In this section we will introduce the Tate module associated to a p-divisible group. This is one of
the central objects which will play a role in the comparison morphism. In fact, as stated in the in-
troduction, this object, in the context of abelian varieties, is the dual of the first étale cohomology
group.

Then, for this section, we will fix the following notation. Let K/Q, be a finite extension
and denote by k := O /mOk the residue field, where 7 is a uniformizer of K. Let L be the
completion of an algebraic extension of K and, as usual, Oy, be the ring of integers of L. In
particular let’s denote by K a fixed algebraic closure of K, and by %% = Gal (F/ K ) the absolute
Galois group of K. Let, finally, G := (G, iy ), be a Barsotti-Tate group over Of.
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Definition 3.68.
We define the group of points of G with values in O, as
G(0Op) =lim G(Op/m'Oy),

p—
eN

S

where m is the maximal ideal of O g and where

G(OL/miOL) = ligGU(OL/miOL).
veEN

Remark 3.69. Let G be a p-divisible group over Ok as in definition[3.41] Then G, is finite and
flat over Ok, for all v € N. In particular this means that it is proper over O, hence that we can
apply the valuative criterion of properness, see [Har77, Chapter I, theorem 4.7]. As a consequence
we see that, for every v € N, we have G,,(L) ~ G,(Op,). Notice, moreover, that given M /K an
infinite algebraic extension and L the p-acid completion of M, then Oy, = @neN Op/m"™ Oy
and, for each n, we have

OL/m”OL = OM/m"OM.

As a consequence, by definition [3.68] we see that G(L) = G(Or) = G(On) = G(M). In
particular the above holds for M = K and L = Ck.

Definition 3.70: Tate module.
To the Barsotti-Tate group G € BT /O we associate the group

T,(G) = lim G, (K),

called the Tate module of G. Here notice that the projective limit is taken over the maps
Jo(K): Go(K) —— G, 1(K),

where j, corresponds to ji , constructed in equation (3.1), from proposition |3.43|

Remark 3.71. The module T},(G) is a free Z,-module of rank h, where h is the height of G.
Moreover it is endowed with a continuous action of ¥k . To see how it acts, notice that

T,(G) = %GU(F) = %Homsch/oK (Spec(K), Gy) =~ li?néHomoK_Ng (A, K),

where G, = Spec(A,) is affine, being finite over O . Here the action of ¥ is the usual action
on hom groups, i.e. it is given by

(g-f)(@)=g-f(2)
forallg € 9k, 2 € Ay and f € Homo Al (AU,F).

Proposition 3.72. Consider G € BT /Of. Then
TP(G) ~ HOHlBT/O? (QP/ZIN GO?),

where Q,, /Z,, = lim Z/p"Z, as constructed in exampleitemlawith # = Ox.

32



Proof. For this proof we will recall definition and write G = @y G . The proof consists
of the following isomorphisms.

. — 1 2 . "
T,(G) = im G, (K) = lim G0, (Og) % lim Home, o, (2/0"Z. G0, )
veEN veN veN

3 .
~ HomgT/0, <h_n>1 7./p"Z, GO?) ~ HomgT/0, (QP/ZP, Go?) .
veN

Let’s explain why these isomorphisms hold. Isomorphism 1 is just the valuative criterion of pro-
perness, (see [Har77| Chapter II, theorem 4.7]), as seen in remark Isomorphism 2 follows

from the fact that G, is a flat Z /p"Z-module, by definition and lemmas and Fi-
nally isomorphism 3 holds since G, is exactly the subgroup of G of p”-torsion. ]

Notation 3.73: Tate twist.
Let us define a 9, -module to be a Z,,-module endowed with an action of ¥ Let x : ¥ — Z;;

denote the cyclotomic character, i.e. the map such that, for all {,» € K primitive p"th roots of
unity and all g € Y,

9(Gn) = G
We define the ¥ -module Zj, (1) to be Z,, on which & acts multiplicatively by x. More explicitly
the Yy -action on Z (1) is given by

g-x=x(g9)z

forall z € Z,(1) and all g € F. Let’s now denote Zy(—1) = Homgz, mod (Zp(1),Zy),
where the action is the usual action on the hom group. More explicitly it is given, for all f €
HomZp—Mod (Zp(l), Zp) and g € gK, by

(9- )(x) = flg ),

since the action of ¥k on Z,, is trivial. Then, for all n € Z, we define the following modules

Zp(1)®m ifn >0,

Zp(n) = Zy ifn=0,

Zp(—1)®™™ ifn < 0.
Here by Z,,(1)®" we mean the n-fold tensor product of Z,(1) with itself. Then it is clear that
Zp(n) = Homz, Mod (Zy(—n), Zy) for alln < 0. More explicitly we see that Z;(n) coincides,

as a module, with Z,, but the action of ¢, has been twisted by an appropriate power of the
cyclotomic character, i.e.

g-r=(x(g)"=.
With this notation in mind we can twist the action on any ¥, -module M. To do so we define

M(n) = M ®z, Zy(n),

where the action on the tensor product is given by the diagonal one. Here notice that, since Zj, is
clearly free and of finite rank as a Z,-module, for n < 0 we have

M(n) ~ HomZp»Mod (Zp(—’/l), M) .

To conclude we can give an explicit description of the twisted action on M (n). It is given, for all
m € M andall g € Yk, by

gxm = (x(9))"(g-m),
where g*m denotes the new modified action, whereas g-m the old one on M and (x(g))"(g-m)
is just scalar multiplication.
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Proposition 3.74. Let G € BT /Ok, then
T,(G?) ~ T,(G)'(1).

Proof. We need to notice that

. —, 1 ..
T,(GP) = i GP(K) & lim Horme, (Go7:Cnr)

2 ..
~ %il; HomGp/f (Gv,f’ Gm (p)f) ~ HOHIGP/? (Gf, Gm (p)?)
ve

= Homey (G(K), G (p)(K)) = Home, (G(K), Z,(1))

2 Home, (G(K), Z,) (1) = To(G)¥ (1).

Let’s explain why these isomorphisms hold. Isomorphism 1 holds by remark [2.45} whereas iso-
morphism 2 holds since the image of G, sits in the p¥-torsion points of G,,. Isomorphism 3
holds since, by proposition[2.38] our group schemes are étale, being over a field of characteristic
0. Moreover, by theorem[2.34] there is an equivalence of categories between étale group schemes
over a field and finite groups with an action of the absolute Galois group of the field, which in our
case is trivial. Since the equivalence is given taking K -points, the isomorphism follows. For iso-
morphism 4 notice that G, (p) (K) consists of all p™th roots of unity in /&, on which %y acts via
the cyclotomic character. As a group this is isomorphic to Z,, (viewed in multiplicative notation),
though the action of ¥ differs, since it is trivial on Zj, (being contained in K). Then it is clear that

fipee (K) = Zy(1). Finally isomorphism 5 holds, since the action of ¥k on Homg, (G(K),Z,)
isgivenby (g-f)(z) = gf (97 ') forallg € ¥k, f € Homg, (G(K),Zy)andz € G(K). W

4 Divided powers, exponentials and crystals

The aim of this section is to introduce the crystalline site on a scheme, on which we will define
the notion of crystal. In order to do so we will need to develop some theory for extensions and
prolongations, which will be studied via the exponential map. To introduce this map we need to
define divided power structures, which allow to make sense of expressions like " /n!, hence of
exponentials.

4.1 Divided powers

Definition 4.1: Ideal with divided powers.

Let Abe aring, and I < A an ideal of A. We say that I is equipped with divided powers, equivalently
itis given a divided power structure, iff it is given with a family of maps {7, },,~.,, where y,: I — A
for all n € N, satisfying, forall A\ € A and x,y € I, the following conditions:

1. yo(z) = 1,71(x) = xand v, (z) € I foralln > 2;

2. n(Ax) = XNy, (2);

|
3. '771(-7;) "7m(x) = (Tn—;;:l!) 'Yern(x);

4. mlz+y) =20 m—i(@)Vi(y);

(mn)!

5. Ym (v () = m%nn(x)‘
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Given such a system, we say that (I, -y) is an ideal with divided powers, where we denoted v =
{¥n}nen- Moreover we might sometimes use the notation z[" == 4, (). Finally, to stress the
ring we are working in, we might write (A, I, ) to denote I < A an ideal with divided powers
given by -y, and we will refer to it as a ring with divided powers or as a divided power ring. Borrowing
from the literature we may use the shorter P.D. ring (analogously P.D. structure or P.D. ideal), where
P.D. stands for "puissances divisées', french for "divided powers".

Definition 4.2: Nilpotent divided powers.
Given (A, I,7) as before, we say that the divided powers are nilpotent iff there isan N € N such
that, for all iy + - - - + ¢ > N, the ideal generated by elements of the form
Vi (1) - i (),
forall xq,...,x, € I,is zero.
Remark 4.3. Let’s now notice the following immediate consequences of the definitions.
1. Axiom 2 of definition[d.1|implies that y,,(0) = O for all n € N.

2. Via an easy induction argument, axioms 1 and 3 tell us that n!vy,, (z) = z™.

3. Reasoning by induction one can show that

nﬁ kn+n—1)

n—l

which implies that it is an integer. In fact it can be interpreted as the number of partitions
of a set with mn elements into m subsets of n elements each.

4. In definition[4.2] if we take k = N and i; = --- = i)y = 1, then, thanks to axiom 1 of
def1n1t10n the ideal [ is nilpotent. In particular IV = (0).

Example 4.4.

1. Given any ring 4, (0) is an ideal with divided powers, with 7,,(0) = 0 for all n € N. This
is called the trivial divided power structure.

2. If Ais a Q-algebra, every ideal has a unique divided power structure, given by 2" /n! =
Vn ().

3. Suppose that (m — 1)! is invertible in A and I"™ = (0). Then I has a (not necessarily
unique) divided power structure, given by

(n] —f: ifn < m,
o™= :
0 ifn > m.

In particular, whenever I? = 0, we can give I a divided power structure by setting y,, () =
Oforallz € I and alln > 2.

4. If V is a discrete valuation ring of unequal characteristic p and uniformizer m, we can write
p = um® where u an invertible element and e the absolute ramification index of V. Then
() has a divided power structure iff e < p— 1. In such case, since V is an integral domain,
7 is unique, determined by 2™ /n! =: 7, (x). In fact it is known that, denoted by v, the
valuation of Z,, normalized to have value group Z, then

n — sp(n)

N =
vp(n!) 1
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where s,(n) = ag+- - - + aj is the sum of the digits of n in base p. In other words it is the
sum of the coefficientsof n = ag + - - - + akpk, the p-adic expansion of 1 in Z,. Then, in
order for all v, to have values in (7) we need that v(7y,,(z)) > Oforallz € (7) and all n.
By axiom 2 of definition[4.1]it is enough to check it for 7. Then, assuming v is normalized
to have values in Z, we have

p—l—e+e.sp(n).
p—1 p—1

V(v (m) =v(r"/nl) =n—e-v(nl) =n-

It is clear that (7, (7)) > Oforalln € Niffp — 1 — e > 0,ie iffe <p — 1.

Since divided power structures need not be unique, we are pushed to introduce the following
definition.

Definition 4.5: Morphism of divided power rings.
A morphism of divided power rings, denoted by

u: (A, 1,v) — (B, J,0),
isaringhomomorphismu: A — Bsuchthatu(I) C Jand u(y,(z)) = 0, (u(z)) forallz € T
andalln € N.

Definition 4.6.
Given a divided power ring (A4, I,~) and a ring homomorphism f: A — B, we say that
extends to B iff there exists a divided power structure 7 on I B such that

f: (A 1,7) = (B,1B,7)
is a morphism of divided power rings.

Definition 4.7: Sub-P.D. ideal.
Let (A,1,7v)aPD.ringand J C I the ideal of A generated by a subset S C I. We say that .J is
asub-P.D.ideal of I iff y,,(s) € Jforalls € Sandalln > 1.

Let’s now state a few criteria which allow to extend an existing divided power structure.

Lemma 4.8 ([Stacks| Lemma 07H1]). Let (A, I,~y) be a divided power ring and A — B a ring
homomorphism. If 7y extends to B, then it extends uniquely. Assume moreover that any of the following
conditions holds

1L IB =0,

2. I is principal or

3. A — B is aflat morphism,
then y extends to B.

Proposition 4.9 ((BO78| §3, proposition 3.12]). Suppose that (I,~) and (J, ) are PD. ideals of a
ring A. Suppose that I N J is a sub-P.D. ideal of both I and .J and that ~y and & agree on I N J. Then
there is a unique P.D. structure on I + J such that both I and J are sub-P.D. ideals of I + J.

We will also need to work with p-adic completions, so we wish to extend divided powers also in
this case.
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Lemma 4.10 ([Stacks| Lemma 07KD)). Let (A, I,~y) be a divided power ring and assume that p is
nilpotent on A/I. Then

1. the p-adic completion A = hm o A/p"™ A surjects onto A/ I,

2. the kernel of this map is the p-adic completion fof] and

3. each 7y, is continuous for the p-adic topology and extends to a continuous map V,,: I — I,
defining a divided power structure on I.

Let’s now introduce the analogous of the symmetric algebra, first, and of the formal completion,
later, in the context of divided powers.

Theorem 4.11 ((BO78| §3, theorem 3.9]). Let M be an A-module. Then there exists a divided power
A-algebra (FA (M), FX (M), 7) and an A-linear map o: M — FX (M) with the following univer-
sal property: given any other divided power A-algebra (B, J,d) and any A-linear map ¢: M — J,
then there is a unique divided power morphism 1p: T 4(M) — B such that 1) o o = 1). Moreover the
divided power A-algebra I" (M) has the following properties.

1. Denoteby z!l = p(z) and 2™ = 7, (p(2)) € T (M), following notation ofdeﬁnition
Then the A-module I'y (M) is generated by

Moreover, if {x; }icr is a basis for M, then {xgn] Yrer is a basis for T4 (M), for alln > 1.
2. T (M) isagraded algebra, with T (M) = A TY (M) = M and T} (M) = ®;>11 (M).
3. The functor M — T 4(M) is compatible with:
(a) base change: given any A-algebra A’, we have
Tar(M @A)~ A @4Ta(M),
(b) filtered direct limits: given any directed system of A-modules { M}y, we have

FA(h_i>nM>\) ~ h_/I\)nFA(M/\)7

(c) coproducts: given any pair of A-modules M, N, we have
FA(M@N) ~ FA(M) XA FA(N).
To make notation cleaner, when the base A is clear, we will write T'(M) for T 4 (M).

Theorem 4.12 ([BO78| §3, theorem 3.19], divided power envelope). Let (A, I,) a ring with di-
vided powers, B an A-algebra and J < B an ideal. There exists a B-algebra Dp ~(J) with a divided
power ideal (J,[-]), such that JDp ., C J, the divided power structure [ - ] is compatible with -,
and which satisfies the following universal property: for any B-algebra C' containing an ideal K which
contains JC' and has a divided power structure § compatible with ~y, there is a unique divided power
morphism (Dp ., J,[-]) = (C, K, §) making the following diagram commute

(,DB77>j7 [ : D
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Remark 4.13. Though we will not include the proof for the above theorem, we think it is useful
to outline the construction of the divided power envelope since it is going to be used quite prom-
inently in the following sections. One starts by replacing J with J + I B, so that I C J. Then,
denoting by ¢: J — I'};(.J) the universal map of theorem and by f the map A — B, we
define the ideal 7 < I"5(J) whose generators are given by

1. p(z) —xforallx € J and

2. o(f)M = o(f(vn(y))) fory € L.

Then, after checking some compatibility conditions, one finds that D := I'g(J)/J has an in-
duced divided power structure, that it is a B-algebra and that it satisfies the desired universal

property.

The point of introducing all of these definitions is to allow one to define the following inverse
maps, of which we will construct some generalizations later on.

Definition 4.14.
Let (A, I,7) be a nilpotent divided power ring. Then we can define two maps

exp: [ —— (1+1)"
log: (1+1)" —— 1,

givenbyexp(z) == > - Vn(z)andlog(l+z) = > o (=1)""! (n — 1)y, (z). Let's notice
that these maps are well defined. In fact we assumed I with nilpotent divided powers, hence
¥n = 0 for n big enough, which implies that these are actually finite sums. Then, as outlined in
[Mes72, Chapter HL§\1.6], one checks that these maps are inverses to each other by reducing to

the universal case I'z(Z).

Remark 4.15. Notice that lemma [4.8]allows one, starting from a divided power ring (A, I,7),
to give a structure of divided power ring to A, for allp € Spec(A4) =: S, since localization is a
flat morphism. Moreover the structures we defined above are all compatible with localization, by
construction. This pushes us to expand the notion of divided powers to the sheaf Og. Actually
one can be even more general, giving the following definition.

Definition 4.16: Scheme with divided powers.
Let S be a scheme and 7 a quasi-coherent sheaf of ideals of Og. A divided power structure on 7 is
the data, for all U C S open, of divided powers v(U) of I'(U, Z) in which restriction maps are
given by morphisms of divided power rings. Then we will call one triple (S, Z, ) a scheme with
divided powers, or equivalently a divided power scheme or a P.D. scheme.

Let now (S,Z,~) and (S’,Z’,7") be schemes with divided powers. A morphism of divided
power schemes

[ (8, Z,y) = (5, 7,%")
is a morphism of schemes f: S — S’ such that f~*(Z')Og C T and, for all U’ C S’ open,
fEU): (05U, Z'(U"), ' (U")) —— (Os(f1U"), Z(f1U"),4(f71U"))

is a morphism of divided power rings.

Definition 4.17: Locally nilpotent sheaf of ideals with divided powers.
We say that the divided powers on the sheaf of ideals Z of Og are locally nilpotent iff, locally on .S,
they satisfy the conditions in definition[4.2]
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In order to generalize the other constructions of the section we need the following result.

Proposition 4.18 ([BO78| Remark 3.20, proposition 3.21]). Let (A, I,~) be a divided power ring,
B an A-algebra with J an ideal of B.

L Consider a surjective morphism of divided power rings (A, I,v) — (A", I',v"), B’ = A'®4
Band J' = JB’. Then the following canonical map is an isomorphism

Al XA ’DB,'y(J) —— DB’,'V’(J/)~

2. Suppose J < A is an ideal and B’ is a B-algebra. Then there is a natural map
,DB,w(J) Xp B —— DB/_’,Y(JB/),

which is an isomorphism if B’ is a flat B-algebra.

Remark 4.19. Finally one can generalize the construction of theorems[4.11]and[4.12]to the case
of M an quasi-coherent Og-algebra. Indeed the divided power algebra I'(M) is defined as the
sheaf associated to the presheaf U +— T'o () (M(U)).

For the divided power envelope let’s consider the following situation. Take a closed immer-
sion of schemes X — Y, with a morphism Y — S, where S is equipped with a structure of
divided powers via -y. Then, one defines the divided power envelope Dx ., (Y"), to be the scheme
corresponding to the divided power envelope of X in Y, compatible with . More explicitly
Dx (Y) is locally given by the spectrum of the divided power envelope of Oy at the ideal de-
fining X, compatible with 7. As already remarked we can carry out this construction thanks to

proposition[4.18]

4.2 Cospec and Lie algebras

The aim of the following section is to give some vocabulary to be able to work with exponentials,
in a more general context than the previous section, and to introduce the construction of Lie
algebra. The notation of this section will follow that of [Mes72, Capther III]. This means that it
might not be consistent with our previous exposition.

Definition 4.20: Quasi-coherent (co-)algebra.
Let S be a scheme.

1. We say that U is an Og-algebra iff it is an Og-module which is also endowed with an Og-
algebra structure.

2. Wessay thatUf is an Og co-algebra iff it is an Og-modules, endowed with morphisms of Og-
modules A: Y — U ®p, U and n: U — Og satisfying the properties of Hopf algebra
structure morphisms, as defined in definition[2.12]

3. Leto: U ® U — U ® U be the map which, on sections, acts as s ® t — t ® s. We say that
an Og co-algebraUf is co-commutative iff 0 0 A = A.

If, moreover, the (co-)algebra U is quasi-coherent as an Og-module, we say that it is a quasi-
coherent Og (co-)algebra.

Remark 4.21. The definition of Og co-algebra is the categorical dual to that of Og-algebra. In
particular, given a finite locally-free Og-module A, we can define its dual Og-module A" :=
Hompy (A, Og), defined as in definition which is again a finite locally-free Og-module.
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Then, if A is given an Og-algebra structure, following remark we can endow A" with an
Og co-algebra structure (here again the hypothesis of local freeness and finiteness are indeed of
vital importance). Vice-versa, given a finite locally-free Og co-algebra B, its dual O g-module BY
can be given an Og-algebra structure.

Notation 4.22.
In order to stay consistent with [Mes72|] we will use the following notation. Let .S be a scheme,
U an Og-module and S’ a scheme, with a morphism f: S’ — S. We denote the pullback of U/

along f by
US’ = f*?/l = f_ll/{ ®f—1os OS”
where f~1U is the usual inverse image of sheaves and f~1Og — Oy is defined from f7#.

Definition 4.23.
Let S be a scheme and U a co-commutative Og co-algebra. We define the functor

Cospec(U): Sch/S —— Sets
S'——{y e T(5" Us) [n(y) = 1,Aly) =y @y} .

Remark 4.24 ([Mes72| Chapter 3, §2.1]). The functor Cospec(Uf) is a sheaf for the fpqc topology
for any co-commutative Og co-algebra /. As a consequence we obtain a covariant functor U —
Cospec(U) from the category of co-commutative Og co-algebras to that of fpqc sheaves on S.
Moreover this functor is compatible with inverse images.

Let’s now investigate the relation between Cospec and Spec. We need some preliminary defini-
tions first.

Definition 4.25: Internal hom of O x -modules.
Let X be a scheme, and F, G be two O x -modules. We define their internal hom as

HOIHOX—Mod (]:,g) : Op(X)Op E— Ox—MOd

U —— Homoy |, -Mod (Flys Glyy) s

which is a sheaf of abelian groups (see [Stacks) Section 00AK]). Moreover it carries an O x -module
structure given as follows. Fixed any U C X open, ¢ € Homoy | Mod (Fly, Glyy) and
f € Ox(U), we can define fo € Hom o, | -Mod (Fli» Glyy) either by precomposing ¢ with
multiplication by f on F|;; or by postcomposing ¢ with multiplication by f on G|,;.

Remark 4.26. We start out giving the following useful identification. Let ¢/ be a quasi-coherent
Og co-algebra, then we have a one to one correspondence

I'(S’, Cospec(U)) ~ Homo,, -co-alg (Osr,Us)

where Og is given the co-algebra structure of the multiplicative group scheme, as seen in item[2]
of example and the right hand side denotes the morphisms of Og/ co-algebras which are
morphisms of Ogs-modules preserving the morphisms A and 7. More explicitly this identific-
ation associates ¢: Og — Us: to (S')(1) € T'(S’,Us/). Finally it is clear that the above
identification is functorial in .S’

In order to investigate more in detail the notion of Cospec we need to be able to construct
schemes starting from quasi-coherent Og-algebras or Og-modules.
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Definition 4.27: Relative spectrum and Vector bundles.
Let’s fix a scheme S.

1. Assume that A is a quasi-coherent Og-algebra. We define the relative spectrum of A, de-
noted by Spec (A), as the gluing of Spec(I'(U, A)), where U ranges over all affine open
subsets of .S.

2. Let £ be a quasi-coherent sheaf of Og-modules. Denote by Sym (&) the symmetric algebra
associated to £ (which, thanks to itemof remark is quasi-coherent). We define the
vector bundle associated to F as

V(&) = Spec(Sym(£)).

Remark 4.28.
1. Notice that the constructions outlined above can actually be carried out, as can be checked
at [Stacks,|Section 01LL] and [Stacks} Section 01M1].

2. Let Abe an Og-algebra. Then, as proved in [Stacks, Lemma 01LP], Spec (A), is canon-
ically an S-scheme. In fact there is a morphism of schemes

m: Specg(A) —— S,

where, for all U C S affine open, 7~ (U) =~ Spec(A(U)).

3. V(&) is endowed with some extra structure: it inherits the grading of Sym(&) thanks to

m.Ov () = @ Sym"(€).

n>0
Then 7. Ov(¢) is a graded Og-algebra and £ is just the degree 1 part of this.

Remark 4.29. For a finite locally-free Og-algebra A, we can see that Cospec(.AY), as an fppf
sheaf, is representable by Spec s (A) and the category of finite locally-free S-schemes is equival-
ent to the category of finite locally-free co-commutative Og co-algebras, as shown in [Mes72}
Chapter III, remark 2.1.2].

Indeed, given A as above, its dual A" can be endowed with the structure of co-algebra, as
seen in remark[4.21] Then, invoking remark[4.26] we can construct our desired isomorphism: let
S’ € Sch/S

F(Slv COSpeC(AV)) = Hom(’)s/-co-alg (Oslv AA\S/”) = HOI’HOS, (AS/v OS’)
~ (5", Specg(A)),

where the last isomorphism holds by [Stacks||[Lemma 01LV]. In fact we can conclude thanks to
functoriality of the above isomorphisms.

Remark 4.30 ([Mes72} Chapter III, §2.1.3]). The above construction can be generalized to filtered
direct limits. Let U = hgl U; be a filtered direct limit of co-commutative Og co-algebras. One
obtains an isomorphism

lim, Cospec(U;) —— Cospec(U).

Let’s now consider filtered direct limits of finite S-schemes with structure sheaves A;, finite and
locally-free Og-algebras, and denote U; := A} as above. Then ligni U; is a limit of finite locally-
free co-commutative Og co-algebras. In particular, given a Barsotti-Tate group or a formal Lie
variety over S, one can write it as Cospec (/) for an appropriate co-commutative Og co-algebra
U, constructed as just outlined.
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Definition 4.31: fppf sheaf associated to an Og-module.
Let S be a scheme and V be an O g-module. We will denote by W (V) the functor

W(V): (Sch/S)P —— Gp
S —— T(5, V),

where Vg, as usual, denotes the pullback of V to S’.

Remark 4.32 ([SGA3-1| propositiona 4.6.2 and 4.6.5]).

4.6.2: The functor W commutes with base changes, so that W(V)g: ~ W (Vg/), where the
subscript S’ denotes respectively the base change and the pullback along S’ — S.

4.6.5: 1f V is also locally-free and of finite rank, we have the canonical isomorphism
W (V) =~ Homo, mod (W(VY), Og) = Spec (Sym(VY)).

This gives a representative in Sch/.S for W ()), making it not only an object of Gr/.S, as
defined in notation but also of Gp/S.

Notation 4.33.

To be more consistent with [Mes72], we will introduce a lighter notation to denote the same
object. Let S be a scheme and M a quasi-coherent sheaf of Og-modules. Then we will write
M = W(M) for an Og-module. In particular Og itself is an Og-module, hence we will de-
note by Og := W(Og) and say that M is an Og-module.

Definition 4.34: Vector S-group.

Let S be a scheme and V a quasi-coherent locally-free Og-module of finite rank. We define the
vector S-group of V to be ¥ = W (V)), as of definition[4.31] Thanks to remark[4.32]V € Gp/S,
since it is represented by Spec (Sym(VV)).

Proposition 4.35 ([Stacks| Proposition 03DX]|). Let S be a scheme. The functor M — M is fully
faithful.

Remark 4.36. As a consequence, in what follows, we can follow [Mes72|] and switch between
morphisms of sheaves of Og-modules and morphism between the associated sheaves of Og-
modules without problem.

Definition 4.37.
Let U be a co-commutative Og co-algebra.

1. We say that a section « of U is primitive iff A(x) =21+ 1® .

2. We denote by Lie(Uf) the sheaf of Og-modules whose sections on 7" C .S open are given
by primitive sections of /f on T'.

3. We denote by Lie(Uf) the sheaf of Og-modules associated to Lie({f) as in notation

Moreover consider G € Gr/S for which there exists a co-algebra U for which G = Cospec(U)

as fppf sheaves (which in particular include formal Lie groups and Barsott-Tate groups). Then we
define Lie(G) = Lie(U).

Remark 4.38 ([Mes72, Chapter III, example 2.2.2]). Let{f be a finite and locally-free O g-module,
where S is a scheme. Then we have the following isomorphism (U V)V ~ . If, moreover, U is
a co-commutative Og co-algebra, we have X = Cospec(U) ~ Spec (U V). Let’s, moreover,
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define wx with respect to the section e: S — X associated to the counit : U — Og via the
identification

Homo, (Us, Os) ~T(S,Spec (U")).

It can be viewed as the dual of the tangent space at the origin of our group X. Analogously the
requirements that sections of Lie({/) be primitive, can be seen as a formal version of Leibnitz rule,
so that these sections can be paired with left invariant derivations, i.e. elements of the tangent
space at the origin. All in all, the above can be expanded to obtain an isomorphism

Lie(X) = Lie(Ud) ~ Hom (wx,Os) = wx .

4.3 Exponentials and prolongations

Here we generalize the concept of exponential, seen in definition [4.14] to groups on S and see
how this construction relates to prolongations. Let A be a ring, I < A an ideal with nilpotent
divided powers and Ag := A/I. Denote by S := Spec(A) and by Sy := Spec(A/I) its closed
subscheme defined by the ideal I.

Exponentials

For this section we will interested in V" a locally-free A-module of finite rank and G = Spec(B)
a finite locally-free group scheme over S. Consider the S-group V. x g G, whose ring is C' =
Sym(VV)® 4 B and H an S-group isomorphicto V x g G as pointed schemes (but not necessarily
as group objects). Here we want to extend the theory of exponentials to H.

Remark 4.39. Since V. x g G is isomorphic to H as pointed schemes, we have wy ~ wy xsq,
locally-free of finite type, which implies that Lie( H ) is also locally-free.

Definition 4.40: [Mes72, Chapter III, §2.6.8].
Let W be a locally-free Og-module of finite rank. Denote by W, and H the restrictions of W
and H to S (i.e. their pullback along the closed immersion Sy < S). Then we will denote

Homg, /s (W, H) —— Homg,/s, (Wo, Ho)
the map induced by the pullback functor on hom groups. Here one can define a morphism
exp: Homog-mod (W, I - Lie(H)) < ker [HomG,/S W, H) — Homg,/sg, (M, Ho)]

by setting, on sections, exp(8)(z) := exp (#(x)). More precisely, to : W — I - Lie(H), we
associate the map exp(6): T'(W) — CV, given on sections by

exp(6)(x) = exp (0(x)) = Y (0(x)™,

n>0

for all sections z of W. Notice that, by theorem[4.11] exp(¢) maps T+ (W) in I - Lie(H ). This
last has nilpotent divided powers, hence for N sufficiently large, (6(x))" = 0 foralln > N.
Then the above sum is finite and the map is well defined. Taking the transpose of such a map we
obtain a mapping (CV)Y ~ C' — Sym(WV), which corresponds to an S-group homomorphism
W — G. Then one can check that it actually sits in the desired kernel following [Mes72, Chapter
11, §2.4, §2.6].
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Prolongations

Let’s now concentrate our efforts on lifting homomorphisms. Consider S, Sy as before and H an
S-group given as a vector S-group, i.e. H = V, where V is a locally-free Og-module of finite
rank. As usual, denote by V and H, the restriction of the above to Sj.

Remark 4.41 ([Mes72| Chapter I1I, §2.7]). In order to study prolongations of homomorphisms it
is useful to notice that the above construction can be carried out in the following case. Let’s assume
that G € Gr/S is a filtering direct limit of representable subgroups G . Assume that Inf'(G) =
Inf' (G, for some a, so that Lie(G) = Lie(Gy,). Then one can define the exponential map in
this case, giving rise to

exp: Homog-mod (V, I - Lie(G)) — ker [Homg,/s (H,G) — Homg,/s, (Ho, Go) |

where, as before, V) and G are the pullback of V and G along Sy < S. In particular, thanks to
[Mes72} Chapter II, Corollary 3.3.16], the above conditions are satisfied by Barsotti-Tate groups
over a base scheme S on which p is nilpotent.

Definition 4.42: Linearly compatible prolongations.
Let ug: Hy — G be a homomorphism of S-groups. We say that two lifts u', u”: H — G of
ug are linearly compatible iff their difference is in the image of

exp: Hompg-mod (V, I - Lie(G)) «— ker [HomGr/S (H,G) — Homgsg, (HO,GO)].

Remark 4.43. The above is an equivalence relation on the set of lifts of ug.

Let’s now study better this relation with the exponential map in the context of
ug: Vo — Go

a monomorphism with image Hy C Gj. We want to study the set of lifts of Hy to subgroups H
of G that are flat over .S, together with the structure of locally-free module on H, lifting that of
Hy.

Remark 4.44 ([Mes72, Chapter 111, §2.7.3]). In case H is a solution to this problem, it is given by
V, where V is a finite, locally-free Og-module. Any such V is determined up to a (non-unique)
isomorphism. Fixed one such V, giving H is equivalent to giving a morphism u: ¥V — G lifting
ug, modulo identifying two such morphisms if they differ by an Og-automorphism of V which
reduces to the identity on V.

Lemma 4.45 ([Mes72| Chapter III, lemma 2.7.4])). Let uo,V, G, Vo, G be as above. Any homo-
morphism u: ¥V — G lifting ug: Vo — Gy is a monomorphism.

Definition 4.46: Congruent lifts.
Twolifts u, u’: ¥ — G of ug are said to be congruent iff the differ by an O g-linear automorphism
of VY reducing to the identity on Vp.

Remark 4.47. By remark[4.44|it is clear that two lifts of u¢ are congruent iff they define the same
solution H to the problem of lifting subgroups of GG to subgroups of G.

Lemma 4.48 ((Mes72, Chapter III, lemma 2.7.6]). If u and u’ are congruent lifts of ug, then they are
linearly compatible.

44



Remark 4.49. Let’s notice that this proposition allows to transfer the equivalence relation, via
the exponential map, from lifts of ug to solutions of the problem of lifting the subgroup Hy. In
particular we can rephrase it in terms of subgroups of Lie(G). More explicitly let h C Lie(G) be
alocally-free submodule of Lie(G) lifting ho := Lie(Hy). Then the following proposition holds.

Proposition 4.50 ([Mes72| Chapter III, proposition 2.7.7]). In each linear equivalence class of solu-
tions of the problem of lifting the subgroup Hy there is exactly one H with Lie(H) = b.

4.4 Crystals

Here we finally give the definition of crystalline site and, then, of crystal on such a site. This
concept was introduced by A. Grothendieck, who described his choice of terminology saying:
«Un crystal possede deux propriétés caractéristiques : la rigidité, et la faculté de croitre, dans un voisinage
approprié. 11y a des cristaux de toute espece de substance : des cristaux de soude, de soufre, de modules,
d’anneaux, de schémas relatifs, etc. >>F_]

Crystalline site

In order to introduce crystals we need to first define the crystalline site. Here, as a start, we will
introduce the basic terminology needed to give some meaning to our objects.

Definition 4.51: Thickening.

Let X be a scheme. We say that a scheme X' is a thickening of X iff X is a closed subscheme
of X’ and their underlying topological spaces are equal. More generally, given a scheme S and
X, X' € Sch/S, we say that X' is a thickening of X over S iff the closed immersion X — X’ is
a morphism over S.

Remark 4.52. For thickenings, the closed embedding f: X — X' gives a homeomorphism of
the underlying topological spaces. Recall, moreover, that closed immersions X < X’ in Sch
are in one to one correspondence with quasi-coherent sheaves of ideals Z of Ox, see [Stacks|
Section 01QN] for more details. More in general, to a closed immersion X < X’ in Sch/.S, one
can associate a quasi-coherent sheaf of ideals Z of O x/. Then the ideal associated to a thickening
X' of X is locally nilpotent. Moreover, if the ideal sheaf Z associated to the thickening X < X’
is globally nilpotent, i.e. there exists n € N such that Z"™1 = 0, we say that X < X' is a finite
order thickening.

Definition 4.53: Divided power thickening.

Let U be a scheme. A divided power thickening of U is the datum of (U < T',~y), where U — T'is
a thickening defined by a locally nilpotent sheaf of ideals Z on Op equipped with a divided power
structure defined by .

Remark 4.54. Thanks to remark[4.52] the datum of a divided power thickening of U is equivalent
to the datum of a scheme T with divided powers, i.e. (T', 7, d), as in definition in which J
is a locally nilpotent sheaf of ideals and is associated to the closed immersion U — T

Definition 4.55: Relative divided powers.
Consider a base scheme with divided powers (S, Z, ), and a divided power scheme (7', 7, 9).
We call it

1. a divided power scheme over (S,Z,~) iff it is given with a morphism T — S of divided
power schemes;

1A crystal has two characteristic properties: rigidity and ability to grow in appropriate neighbourhoods. There are
crystals of every kind of substance: crystals of soda, of sulfur, of modules, of rings, of relative schemes, etc.

45


https://stacks.math.columbia.edu/tag/01QN

2. adivided power thickening over (S, Z,~y) iff it is a divided power thickening endowed with a
morphism of divided power schemes T — S.

If the divided powers of S are clear from context we will simply write divided power scheme
(resp. thickening) over S.

Definition 4.56: Crystalline site on X over (S,Z, 7).

Let (S,Z,~) be a divided power base scheme and X € Sch/S be an S-scheme on which p is
locally nilpotent. The crystalline site on X over (S, Z,~), denoted by Crys(X/S,Z, ) or simply
Crys(X/S) if the divided power structure of S is clear from context, is given as follows. The
objects of Crys(X/S) are divided power thickenings (U < T, §) over S with an open immersion
U — X of S-schemes. A morphism f: (U — T,v) — (U’ < T",6) in Crys(X/S) is given
by a commutative diagram

Ue——T

fl ﬁ (4.1)

U —— T,

such that U < U’ is an open immersion (corresponds to an inclusion of open S-subschemes
of X)and f: T — T’ is a divided power morphism. Finally we endow this category with the
pretopology induced by the Zariski topology. More explicitly

{Ui = Ti,vi) —— (U = T,7)tier

is a covering iff, for all 4, the map T; < T is an open immersion and the family {7; — T'},;
is jointly surjective. Then, since U; and T} have the same underlying topological space, we also
obtain that U;c;U; = U as sets.

Notation 4.57.

In case we consider the base scheme S = Spec(Z) with trivial divided powers (given by the zero
sheaf of ideals), we obtain the category Crys(X/.S), which we simply denote by Crys(X) since
there is no restriction imposed by S. The following constructions are carried out over Z to keep
notation cleaner, but can be generalized to the general case Crys(X/S).

Remark 4.58 (Sheaves on the crystalline site on X). Let’s remark that a sheaf 7 on Crys(X), for
every object (U < T, ), gives rise by restriction to a Zariski sheaf Fr on the scheme T by the
rule

Fr(W) =FUNW = W, |y ),
where W C T is an open subscheme. Moreover a morphism f: (U — T,9) — (U’ — T",¢)
in Crys(X) gives rise to a canonical comparison map

cp fVFp —— Fr.
More explicitly, for all open W’ C T”, one defines the restriction
Fly=aw s (UN AW W O pmrys) —— (UMW = W', 6'y).

This defines a morphism ( f|;—1y;/)* which, in turn, induces a map Fr (W') — Fr(f~1w’)
and finally, by adjunction, this gives the desired morphism cy. Moreover we can notice that if, in
equation 1! f isan open immersion, then cy is an isomorphism, since F7~ is just the restriction
of FrtoT".

Conversely, using a standard argument for gluing of sheaves, see [Stacks, Section 07IN], one
can define a sheaf on the crystalline site from the following data.
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1. A family of Zariski sheaves Fr, indexed by all objects (U — T, J) € Crys(X).

2. A family of morphisms p,, : u~'Fp — Fr, indexed by morphisms u of Crys(X), satis-
fying the usual cocycle condition, i.e. such that the following diagram commutes

—1
1 v o
w oV Fpy —E5 o7 FEp

Lk

Puov

(wov) ' Frn -2 Fr

where u: (U < T,8) — (U' = T',68'), and v: (U' = T',8') — (U < T",8")
range over all morphisms of Crys(X).

Example 4.59 (Structure sheaf). The above remark allows one to define a canonical structure
sheaf on Crys(.X), denoted by Ocys(x), given by the family of structure sheaves Or indexed by
the objects (U < T, ) € Crys(X).

Crystals
We can finally focus our attention on crystals and their pullback.

Definition 4.60: Sheaf of modules.
We say that a sheaf on Crys(.X) is a sheaf of modules iff it is a sheaf of Oc,ys(x)-modules.

Remark 4.61. We can remark that a sheaf on Crys(X) is a sheaf of modules iff it induces, as in

remark [4.58} a family { M}, of Op-modules M, indexed by (U — T,0) € Crys(X).
Moreover, given a sheaf of modules M on Crys(X), the morphism p,: u~* Mz — Mo,

where u: (U — T,6) — (U < T",4") is a morphism in Crys(X), induces a morphism

Oyt W Mpr —— M. (4.2)

Definition 4.62.

We say that a sheaf of modules M is special iff, for all morphisms in Crys(X), the induced morph-
ism in equation is an isomorphism. Moreover we say that M is quasi-coherent iff it is special
and, for all (U — T, ) € Crys(X), the Op-module My is quasi-coherent.

Remark 4.63. Usually, when dealing with special sheaves of modules, we will omit the isomorph-
ism 0, and assume that there is a literal equality. In particular, given a special sheaf of modules
I, we will write uw*Fpr = Fr.

Definition 4.64: Crystals of modules.
We say that a sheaf of modules on Crys(X) is a crystal of modules iff it is special. Moreover, fol-
lowing notation of [Mes72], we will denote them using a blackboard bold typeface.

Remark 4.65. This is just a special case of a more general notion of C-crystal, where C is a cat-
egory fibered over Sch. In fact, given C, one defines C-crystals as cartesian sections of the fibered
category C xscp Crys(X), where Crys(X) — Sch is givenby (U — T, 9) — T.

We can now end this section by outlining the construction of inverse images of crystals.

Remark 4.66. Since crystals are sheaves we can define them locally, given that we satisfy the
necessary compatibility conditions. In particular, given a crystal of modules IF on Crys(Y"), where
Y € Sch, and a morphism of schemes ¢: X — Y, we want to define a crystal ¢*FF on Crys(X).
To do so we will concentrate only on objects (U < T, ) € Crys(X) such that U (hence also T)
is affine and (U) is contained in an affine subset V of Y.
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Definition 4.67: [Mes72, Chapter III, §3.8], pullback of crystals.

Consider X,Y € Sch, ¢: X — Y a morphism of schemes and I a crystal of modules on Y.
Fix U and V as in the last remark and set 7' = Spec(A),U = Spec(A/I) and V = Spec(B).
Consider the following pullback of rings, also known as fibered product or amalgamated product,

AJT «—— A

I I

B ¢—— BxaA

By construction (fibered products of commutative rings commute with for: CRings — Sets) the
morphism B x 4/; A — B is surjective with kernel .J := (0) x I. Since I is nilpotent, also ./ is.
Moreover one can define divided powers on (B x 4,1 A, J) by setting 7, (0,) := (0, 8,(7)),
making B X 4,7 A — A a divided power morphism. Setting W := Spec(B x 4,5 A) and
translating everything into the category of schemes, we obtain the following cartesian diagram

U——T

al s

Ve——bs W,

where (V' < W, ) is an object of Crys(Y) and ¢: T — W is a morphism of divided power
schemes. We finally define ((p*F)(UHT 5 = ¢*F(yw,y) and use remark to glue these
sheaves together and obtain ¢*TF a crystal on Crys(X).

Proposition 4.68. The construction carried out in definition[467]is well defined. More explicitly the
definition of *IF (v, yy,~) does not depend on the chosen affine V' containing o(U ).

Proof. Let’s keep notation as in definitionand consider another open affine V' in Y contain-
ing ¢(U). As above we construct (V' < W' ~') € Crys(Y'), where W’ := V' II; T and has
divided powers defined as for W. Denote by ¢': T" — W' the morphism defined in the same
way as ¢, then we need to show

PFvawny =@ Furaw: -

Again we are working with sheaves, hence it suffices to check equality locally. Let Uy C U be
an open affine subset such that o(Uy) C Vo C V N V', where V} is again open affine. Finally
we define T C T the open subscheme of T" induced by the immersion Uy < U. Repeating the
construction with the amalgamated product we obtain the diagram

Uo‘—>TO

| |70

‘/E)‘—>W0.
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Moreover this construction is such that the following diagrams both commute

Up —— 1) Up ——— 1o
./‘ S ,/‘ %o
VOTWO VO‘TWO
U T U T
/ i% / iy
Ve—— W Vie—— W

Then, by universal property of amalgamated coproduct, we obtain the existence and uniqueness
of the dashed arrows. Now we can conclude, since [ is a crystal and commutativity of the above
diagrams implies

(SZ*F(V%W,W))’TO = BoF (Vo Wo o) = (&l*F(V"%W/,'y’))’To )

Then, by sheaf properties, the definition of ¢* does not depend on the chosen V. |

5 The crystals associated to Barsotti-Tate groups

In this section we want to associate to certain Barsotti-Tate groups a few crystals. In particular,
as hinted at in the introduction, we will give the definition of D*, the crystal whose aim is to
generalize the Dieudonné module associated to a Brasotti-Tate group. In order to do so we need
to discuss universal extensions, which will be the basis for the definitions of such crystals.

5.1 Universal extensions

Before studying the case of our interest, let’s recall the necessary definitions and notations with
regards to extensions in general.

Extensions

Here we will usually assume C to be an abelian category on which we can compute the Ext¢
functors. Let’s recall already remark(3.23] which states that Gr/ S satisfies the above requirements.

Definition 5.1: Extension.
Let C be an abelian category and A, B € C. We define an extension X of A by B to be a short
exact sequence

(©) 0 B X A 0,

where X € C. We might also denote the extension by (. Moreover, given two extensions ¢ and
¢’ of Aby B, respectively given by X and X', we say that a morphism of extensions of A by B is a
morphism f: X — X’ that makes the following diagram commute

0 B X A 0
.
(") 0 B X' A 0.
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Finally we introduce the notation E(A, B) for the set of all extensions of A by B, and the notation
Hom (¢, ¢’) to denote the set of morphisms f: X — X’ inducing a morphism of extensions.

Remark 5.2. Notice that, thanks to the five lemma, all f € Hom (¢, ') are isomorphisms in C.
Definition 5.3: Pullback and pushout.

1. Givenamorphism~y: A" — A and an extension X of A by B, we define X’ := X x 4 A’,
so that we have the following morphism of short exact sequences

(¢v) 0 B X' A 0
| L 0
(€) 0 B X A 0.

The extension X’ of A’ by B is called the pullback of X viay: A" — A. Moreover, if we
denote with ( the extension X of A by B, then -y will denote its pullback via 7.

2. Givenamorphism 3: B — B’ and an extension X of A by B, we define X' := B'II4 X,
so that we have the following morphism of short exact sequences

3 0 B X A 0
SR
(BE) 0 B X’ A 0.

The extension X’ of A by B’ is called the pushout of X via 3: B — B’. Moreover, if we
denote with £ the extension X of A by B, then 5¢ will denote its pushout via /3.

Remark 5.4. Given an extension

) 0 M——FE "G 0,

we can construct an isomorphism

Homg,/s (G, M) —— Aut(()
u —— idg +touom,
where we denoted by Aut({) := Hom (¢, ). The construction of the inverse morphism fol-

lows naturally from the universal properties of kernel and cokernel, since M = ker 7 and G =
coker ¢.

Remark 5.5. We define an equivalence relation on the set E(A, B) by saying that { ~ (' iff
Hom (¢, {’) # 0, i.e. iff there is a commutative diagram

(©) 0 B X A 0
| ]
(9] 0 B X’ A 0

connecting the two extensions. Assume now that we can compute Ext¢ (A, B) forall A, B €
Candall n € N. Then we can define a map 0: E(A, B) — Ext¢(A, B) as follows. Fix an
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extension ( € E(A, B), given by X, and denote by h” the Yoneda embedding defined, for all
X € C by h®(X) := Homc (X, B). We apply the right derived functor { R"h” }nGN of hB,
to the short exact sequence

) 0 B X A 0,
corresponding to the extension (. This gives rise to the exact sequence
0 —— Homc (4, B) —— Homc (X, V) —— Homc (B, B) —2— Ext¢(A, B).

Then we define 0(¢) := d(idg) € Ext¢(A, B).

Lemma 5.6 ((Wei94| §3.4, Porism 3.4.2]). Let C be an abelian category on which we can compute
Extg(A, B) forall A;B € Candalln € N. Let { ~ (' be equivalent extensions of A by B. Then
0(¢) = 6(¢'), hence 0 defines a map

;. B(A.B)

~

— Ext¢(A, B).

Theorem 5.7 ((Wei94] §3.4, Thoerem 3.4.3]). Let C be an abelian category on which we can compute
Ext¢ (A, B) forall A, B € Cand alln € N. Then 6 induces a bijective correspondence

E(A, B)

~

2 Exti(A,B).

Universal extensions

For this section we fix S a scheme and G a finite locally-free S-group. For the first proposition
it is not necessary, but for the rest of the section we will often assume that pN is zero on S. We
recall that, thanks to remark we can apply the results of last section to Gr/S.

Proposition 5.8 ([Mes72| Chapter IV, proposition 1.3]). The functor acting, on quasi-coherent Og-
modules, by

M — HomGr/S (G,M)

is corepresented by wp, where GP is the Cartier dual of G.

Remark 5.9. The proposition implies that there is a homomorphism o: G — wp with the
property that, for all 3: G — M, there is a unique linear u: wup — M suchthat 8 = uo a.
Moreover, following [Mes72, Chapter IV, remark 1.6], one can check that the isomorphism

Homg,,s (G, M) —~— Homg, /g (wgp, M)

is functorial in G. Thus, given a morphism of finite locally-free S-groups u: G — H, we have a
commutative diagram whose lower horizontal arrow is induced by the Cartier dual of u

G—* > H

QGJ JQH (5.1)

Wap — Wyp.
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Lemma 5.10. Let S be a scheme killed by p™, G a Barsotti-Tate group on S and M a quasi-coherent
Og-module. Then any extension  of G by M is uniquely determined by 6(¢) € Extér/S(G, M).

Proof. Since p" kills S, multiplication by p™ is the trivial map on M. As a consequence, for all
f € Homg, /s (G, M), we obtain the following commutative diagram

Q

1/}

Q
ke

But this means that f o p¥ = 0 and, since multiplication by p?¥ on G is an epimorphism, that
f = 0. This proves that Homg, /g (G, M) = 0. Thanks to remark this implies that the
only automorphism of ( is the identity. Let’s now recall remark which states that Gr/S is
an abelian category with enough injectives. This allows us to apply theorem[5.7} Then the above
implies that € is uniquely determined by §(¢) € Ext%;r / (G, M), since its equivalence class is
reduced to ( itself. |

Definition 5.11: Universal extension.
Let S be a scheme, G € BT /S and V(G) a vector S-group, as in definition We say that an
extension ¢ € E(G,V(G)), given by E(G), is universal iff, given any extension

©) 0 M (%) G 0

of G by a vector S-group M, where also M is a quasi-coherent O g-module, there is a unique
map ¢: V(G) — M such that o = &, i.e. the pushout of E(G) by ¢ is the given extension &.

Remark 5.12. Let’s consider again the case where p is nilpotent on the base scheme .S. By rigidity
of extensions of Barsotti-Tate groups by quasi-coherent modules, i.e. lemma we see that
(¢ = & is actually an equality, and not just an isomorphism.

Proposition 5.13. Let S be a scheme killed by p™¥ and G a Barsotti-Tate group on S. Then there is a
universal extension of G by a vector group, which we denote by

0 V(Q) EG) — G —— 0.
Proof. Let’s start by noticing that we are in the same situation of lemma Consider now the
short exact sequence

N

(<) 0 — G(N) =56 22> a 0.

Let’s fix a quasi-coherent O g-module M. Applying, as in remark [5.5 the right derived functor
{R" hM}n ey e obtain the long exact sequence

P N
0 —— Homg,/s (G(N), M) —7= Bxtg,/s(G, M) —— Extg,/5(G, M),
where we used Homg, /5 (G, M) = 0, as seen in lemma Moreover Ext! is a bifunctor,
which implies that the map p? : Ex‘cér/S(G7 M) — Extg,/s(G, M) comes from multiplica-

tion by p’v in M. By additivity of Ext, this is 0, which implies that 0 is an isomorphism. Clearly
this argument is functorial in M. Moreover, by proposition we see that the source of J is
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represented by we(n)p- Let ar G(N) — we () be as in remark|5.9|and define ¢ = a(’, as
in the following commutative diagram

(<) 00— GIN) —¢ a2 ¢ 0
(al’) 0—— WG(J/:)D — E(lG) — G —— 0,

where we denoted by F(G) = wg(nyp Lgv) G. Then, by rigidity of extensions of G by
vector groups (lemma|[5.10) any extension £ of G by a vector group is uniquely determined by its
class 0(¢) € Extér/S(G, M). By the above this corresponds to a morphism u: G(N) — M
which, thanks to remark [5.9] factors through o as u = « o . Finally, thanks to naturality of
the connecting morphism 0, we obtain the following commutative diagram, obtained from the
pushout of the extension ( via 3:

0 —— Homg, g (P, M) ———— Homg, /5 (M, M) L B, Extér/S(G,M)

l J/HomGr/S( -,B) H

02
0 —— Homg,/s (E(G), M) —— Homg,/s (we(nyp, M) —— Extg,/s(G, M)

J{ lHOchv/s( ) H

0 0 Homg, /s (G(N), M) —2— Extd, s(G, M),

where the extension 5 of G by M is given by P. By definition of # the rightmost rectangle acts
on elements as

idpy —2s 0(BC)

el
u —2 ().

Commutativity of this diagram implies that §(3¢) = 6(&). Then rigidity of the extensions grants

that £ = B¢, i.e. that  is universal. |

Remark 5.14 ([Mes72, Chapter III, remark 1.11]). Notice that in the above proposition one could
substitute /N with any » > NV and still obtain a universal extension. The unique isomorphism
comes from the commutative diagram of equation which, setting H = G(N) and G =
G(N + i), becomes

G(N +1i) —2— G(N)

O‘G(N+i)l laG(N)

WE(N+i)P — Wg(N)D-

Here the fact that the bottom arrow is an isomorphism is remark Then, thanks to universal
property of pushout it’s easy to construct a morphism of extensions, which is clearly an isomorph-
ism thanks to the five lemma.

Definition 5.15.
Given S and G as before, for n sufficiently big, we define V(G) = wg(,)p and E(G) =
VY(G) Ugrny G. Then the extension

(©) 0 V(G) E(G) — G —— 0
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is universal. Moreover E(G) is an {ppf sheaf of groups on .S, determined up to unique isomorph-
ism.

Now that we have finally defined it, let’s see a few results concerning this universal extension.

Lemma 5.16 ((Mes72| Chapter IV, lemma 1.13]). The universal extension
00— VG — EG) — G ——0

commutes with base change.

Lemma 5.17 ([Mes72| Chapter IV, corollary 1.14]). Assume that p is only locally nilpotent on .S and
consider G a Barsotti-Tate group on S. Then there is a universal extension, which we denote by

0 V(G) E(G) — G —— 0,

of G by the vector group V(G) = wep.

Proposition 5.18 ([Mes72}, Chapter IV, proposition 1.15]). Let p be locally nilpotent on S and G, H
be two Barsotti-Tate groups on S, with a homomorphism w: G — H. Then there is a unique homo-
morphism E(u): E(G) — E(H) inducing the morphism of extensions

0 V(G) E(G) — G —— 0
lﬂu) lm) lu
0 V(H) E(H) —— H —— 0,

where V() is induced by the Cartier dual of .

Recall that, in notation [3.28| we introduced the notation G := lim, Inf* (@), for G € Gr/S.

Proposition 5.19 ((Mes72, Chapter IV, proposition 1.19)). Let G € BT /S and S be as before, then
E(G) is a formal Lie group.

Definition 5.20.
Let S be a scheme where p is locally nilpotent and G a Barsotti-Tate group on S. Denote by E(G)
the universal extension of G, then we define Lie(E(G)) := Lie(E(G)).

Remark 5.21. Notice that Lie( F(G)) is a locally-free Og-module of finite rank.
Let’s end with a couple of results, still with the same notation and hypothesis as before.

Proposition 5.22 ([Mes72| Chapter [V, proposition 1.21]). The following sequence is exact

0 (G) E(G) — G —— 0.

Proposition 5.23 ([Mes72| Chapter [V, proposition 1.22]). The following sequence is exact

0 — V(G) —— Lie(E(G)) — Lie(G) —— 0.
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5.2 Crystals associated to Barsotti-Tate groups

Here we can finally make use of the above results to define the desired crystals associated to
Barsotti-Tate groups. Since it will be used in what follows, we start by introducing the follow-
ing notation.

Notation 5.24.
Let S be a scheme and 7 a quasi-coherent sheaf of ideals of Og. We write V(Z) to denote the
unique closed subscheme of S induced by the sheaf of ideals Z. Notice that, in the affine case

S = Spec(A), the sheaf Z corresponds to an ideal I < A and V(I) ~ Spec(A/I).

Remark 5.25. This section follows [Mes72| Chpater 1V, §2], in which the author introduces a
new notation. He denotes by BT’ (Sp) the subcategory of locally infinitesimally liftable Barsotti-
Tate groups, i.e. which can be locally lifted along finite order thickenings. At the same time, in
the introduction to his work, Messing acknowledges that it has been shown that all objects Gy €
BT/Sy satisfy this condition. For this reason we chose to differentiate our notation from that
of [Mes72]. Still, since it is used to define our crystals, here is the precise lifting requirements
asked by Messing. Let Sy be a scheme with p locally nilpotent on it. We say that G is locally
infinitesimally liftable iff there is an affine open cover {U;},; of So, which depends on G, on
which, for all 7 and all finite order thickening U; < U, thereisa G € BT /U such that G|, =
Goly,-

Theorem 5.26 (Mes72, Chapter IV, theorem 2.2]). Let S = Spec(A) such that p~ - 15 = 0 and
So = V(I) C S, where I is an ideal of A with nilpotent divided powers. Consider G, H € BT/S
and a homomorphism ug: Go — Ho between the respective restrictions to So. By proposition[5.18ug
defines a morphism of extensions vy = E(ug): E(Go) — E(Hy), making the diagram commute:

0 —— V(Go) —— E(Gy) —— Gg —— 0

J{X(uo) J,UO J{uo

0 — V(Hy) — E(Hy) —— Hy —— 0.

Then there is a unique morphism of S-groups v: E(G) — E(H), which is not necessarily a morphism
of extensions, that satisfies the following properties.

L. v is a lift of vo.

2. Denote the inclusions by i: V(H) — E(H)and by j: V(G) — E(Q). Given w: Y(G) —
V(H) a lift of V(ug) such that d = (i o w — v o j): V(G) — E(H) induces the zero

morphism on Sy, then d is an exponential.

Remark 5.27 ((Mes72| Chapter IV, remark 2.3]). The morphism v is independent of the choice
of win theorem In fact, chosen another lift w’ of V(ug), we can write w’ = w + h, where
h, thanks to lemma is an exponential. So, defining d’ corresponding to w’ in the above
construction, we obtain d’ = d+14o0h. But then it is easy to show that i o h is itself an exponential,
hence that d’ is an exponential iff d is.

As shown by the following corollaries, the construction of the lift v is functorial in G.

Corollary 5.28 (|Mes72, Chapter IV, corollary 2.4.1)). Let G, H, K € BT /S as before and consider
another homomorphism u(,: Hy — K, where K again denotes the restriction of K to Sy. Denote by
Es(ug) the morphism v whose existence is granted by theorem Then Eg(ug o ug) = Eg(ug) o
Es(uo).
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Corollary 5.29 (|[Mes72| Chapter 1V, corollary 2.4.2]). If, in the above notation, G = H and ug =
idGO, then Es(Uo) = idg.

Corollary 5.30 ((Mes72| Chapter IV, corollary 2.4.3]). Let G, H, ug as in theorem with ug an
isomorphism. Then Eg(uq) is an isomorphism too.

Corollary 5.31 ((Mes72| Chapter IV, corollary 2.4.4]). Suppose we are given a commutative diagram

SQ‘—>S

o1

Sy —— 57,

where So — S and S{; — S’ are nilpotent immersions with divided powers, as in the statement of
theorem Write S{, = V(I') and Sy = V(I) and assume that S’ — S is a divided powers
morphism. Consider G, H € BT /S and ug: Go — H as before. Then the construction of Eg(uq)
is compatible with the base change S’ — S. More explicitly we have

Es/(uog,) = (Es(uo))g = vs-
Thanks to the above results we are ready to define the crystals we hinted at above.

Remark 5.32 ([Mes72| Chapter 1V, §2.5]). Let Sy be a scheme, on which p is locally nilpotent,
and Gy € BT/S). Let’s start by recalling that, since crystals are sheaves on Crys(Sp), it suf-
fices to define them locally. More specifically we are going to define their evaluation on objects
(Uo = U, 6) € Crys(Sp) with the property that Uy is affine with p nilpotent on Up and Go|,
can be lifted to U.

Moreover, by corollaries mto we can see that, fixing one such object of Crys(Sy),
E(G) is independent of the chosen lift of Go|y;, . Also, given f: (Vo — V,46) — (Up — U, ),
a morphism in Crys(S) inducing the diagram

then f is an open immersion. Hence ug: f* G0|Uo — GO|VO is an isomorphism. Then, ap-
plying corollary to Gy alift of G| v, to U and Gy of GO‘VO to V, we obtain a canonical
isomorphism

T (E(Gu)) — E(Gv).
Definition 5.33.

1. In the above notation, we define the crystal E(G) by setting its value on (Uy < U, d), as
considered before, to be £(G) for any lift of Go|y, .

2. In the same way we define, for any morphism ug: Gog — Hy of Barsotti-Tate groups on
So, a morphism between the associated crystals. In particular, on "sufficiently small" open
subsets Uy < U as before, we set E(ug) = E(up).

3. Finally, for an arbitrary morphism of schemes f: Ty — Sy, we can define the pullback of
the crystal E(Gy), denoted by f* (E(Gy)), on "sufficiently small" open sets in the crystal-
line site of T. Here we say that Vjy < V is sufficiently small iff
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@ f(Vo) C Upand G0|U0 can be lifted to infinitesimal neighbourhoods,
(b) V is affine.

Remark 5.34 ([Mes72, Chapter IV, §2.5]). Since we are in the affine case we can use the construc-
tion of amalgamated sum of schemes to obtain the diagram

Up —— U :=Uplly, V

1 1

Vo —— V.

Then, as seen in remark for alifting G of GO‘UO to U, we have

T (B(Gu)) = E(Gv) = E(f*(Go))y,esy -

Asaconsequence f* (E(Go)) = E (f*(Gy)). Let's now notice that we write the above as equalit-
ies following remark [4.63} more properly these equalities should be considered as isomorphisms.
Then a more precise statement would be that the following diagram commutes up to a unique
natural equivalence:

BT/Sy —=— {Crystalsin Gr/Sy}
ol I
BT /Ty —= {Crystalsin Gr/Tp},

where by "Crystals in Gr/S" we mean sheaves F on Crys(S) which, for each (Uy — U,7) €
Crys(S), induce a sheaf IF (7, ,7,,) € Gr/S and are special, as in definitionm

Definition 5.35.

1. We define the functor [, associating to any Gy € BT /Sy a crystal in Gr/.S setting, for
any (Uy — U, d) € Crys(Sp),

E(GO)(UOHU,J) = (E(Go)(quU,(s))

2. We define the functor D, associating to any Gy € BT /S a crystal in Gr/Sj setting, for
any (Up — U, d) € Crys(Sp),

D(Go) wy—sv,5) = Lie (E(Go)w,—u.5)) -

3. We define the functor D*, associating to any Go € BT /Sy a crystal in Gr/Sy setting, for
any (Uy — U, d) € Crys(Sp),

D*(Go) wosv,5) = Lie (E(GE) wov.5)) -

Remark 5.36. It is clear that all functors, E, E, D and D* are additive.

Remark 5.37. Let’s summarise the above constructions. Consider Sy < S a nilpotent divided
power immersion. Assume that Go € BT/Sj can be lifted to G € BT/S. Notice that, by
remark GP is alift of GP. Then, up to canonical isomorphisms, we have

1. E(Go)s,—s = E(G),

2. E(Go)s,ss = E(G),

3. D(Go)syss = Lie(E(G)),

4. D*(Go)syrs = Lie(E(GP)).
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5.3 Grothendieck-Messing deformation theory

In this section we present the main result of [Mes72, Chapter V]. It is going to be of fundamental
importance in the theory of Breuil and Kisin of classification of Barsotti-Tate groups over O,
the ring of integers of a local field. In particular this result will allow us to lift Barsotti-Tate groups
over a divided powers thickening, in a way which is uniquely determined by a certain filtration
on its associated crystal.

Notation 5.38.

Let S be a scheme on which p is locally nilpotent, Z be a quasi-coherent sheaf of ideals on Og
endowed with locally nilpotent divided powers. Let Sy := V(Z), so that Sy < S is an object of
the crystalline site of .Sy.

Remark 5.39. It is worth quoting remark [5.25] since also for [Mes72, Chapter V] Messing in-
troduces a new notion of liftable Barsotti-Tate groups. Again, we will not follow his notation
BT'(Sp), since all G € BT /Sy can be lifted locally (in the Zariski topology) along Sy — S,
which allows us to carry along the following construction and proofs.

Notation 5.40.

In this section we are mainly interested in the values of crystals on a specific object of Crys(Sy),
given by the closed immersion Sy < S Hence we introduce the following notation. Let Gy €
BT/Sp and IF a crystal on Crys(.S), we denote by s the Zariski sheaf F(g,, s 7). In particular,
for the crystals defined in the previous section, we have

1. E(Go)s = E(Go)s,—s = E(G),

2. E(Go)s = E(Go)s,s5 = E(G),

3. D(Go)s == D(Go)s,—s = Lie(E(G)).

4. D*(Go)s == D*(Go)s,ers = Lie(E(GP)).

Definition 5.41: Admissible filtration.

Consider Gy € BT/Sy. Afiltration Fil! ¢ D(Gy) s is said to be admissible iff Fil'isa locally-free
vector subgroup with locally-free quotient which, on Sy, reduces to (the morphisms of sheaves
on Sy associated to)

V(Go) — Lie(E(Go)).

Definition 5.42.

Let’s fix Sy < S as before. We define the category BF /.Sy whose objects are pairs (G, Fil'),
where Gy € BT/Sj and Fil' is an admissible filtration on D(Gyp)s and whose morphisms are
defined to be pairs (uq, £), where ug: Gy — Hy and ¢ is a morphism of filtered objects, i.e. a
commutative diagram

Fil'! —— D(Go)s
Jﬁ l]D)(uo)s
Fil'! —— D(Hy)s

which, on Sy, reduces to

V(Go) —— Lie(E(Go))
l!("o)so l@(lﬂ(uo»

(or, more precisely, to the associated Zariski sheaves on Sp).
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This definition allows to state the following theorem:

Theorem 5.43 (|[Mes72| Chapter V, theorem 1.6]). Let S — Sy as before. The following functor
defines an equivalence of categories

BT/S —— BF/S,
G —— (Go,Y(G) — Lie(E(G))),

where we denoted by Gy the restriction of G to So and we recall that D(Go) s = Lie(E(Q)).

Remark 5.44.

1. Consider Gy € BT/Sy. We define a Zariski sheaf of sets on .S, denoted by .Z, as follows.
Let U C S be an affine open subscheme of S. We define I'(U, .£) to be the set of all
linearly compatible prolongations, as in definition of

Y(Go)ly, — E(Go)ly,

to a vector subgroup V' < E(Gy)g|,. Clearly this defines a sheaf on the affine open
subsets of S. Since affine open subschemes form a basis for the topology of S, the definition
of .Z can be extended to that of a sheaf on S.

2. By construction of E(G)s we can define a canonical section © € I'(S,.Z). By sheaf
properties it is enough to define it on sufficiently small affine open subschemes U of S and
then check compatibility of all these sections. In particular we assume that U is affine and
p is nilpotent on U. Then, we define O/, to be the equivalence class of V(G), where G
is any lift of G0|U0 to U. In order to check compatibility we pick Uy, Uz, G and G» as
above and V' C U; NUs affine with p nilpotent on it. Then we require that the restrictions
of the two lifts to V, which we still denote by (G and G'o, lie in the same equivalence class.
Here we can apply proposition[5.18|and obtain the following square

V(G1) L= BE(Gy)

L I+

V(G1) —— E(G»),

where i o w — v o j is an exponential. Since E(Go)s|,, = E(G2), this is exactly the
requirement of definition to state that the two lifts lie in the same equivalence class.

3. If G is a global lift of G, then we have the canonical isomorphism F(G) ~ E(Gp)s.
Hence V(G) gives an element © € I'(S,.7), i.e. a distinguished vector subgroup in the
linear equivalence class of prolongations of V(Gj).

4. Notice that, by proposition the datum of ¥ < E(Gy)s which belongs to O is equi-
valent to the datum of an admissible filtration Fil' < ID(Gy)s. In particular the knowledge
of the map V(G) — E(Gy)s, for G a global lift of Gy, is equivalent to the knowledge of
V(G) < D(Gy)s. Finally, from the definition of universal extension and of the crystal
E(Gy), we can reconstruct

G ~E(Go)s/V(G).

Essentially the above, modulo checking that the quotient defines a Barsotti-Tate group
(verification which is carried out in [Mes72, Chapter V, theorem 1.6)), states that, from the
datum of an admissible filtration of D(Gy) s, one can recover the global lift G of Gg. This
is indeed the main idea used to construct the quasi-inverse to the functor of theorem|[5.43
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6 Classification of p-divisible groups over Oy

In this section we will review the classification of p-divisible groups over O i of Breuil and Kisin,
from [Kis07, Appendix A]. In fact we will introduce some technical lemmas and use them to
generalize the classification of Barsotti-Tate groups over a perfect field of characteristic p to that
of Barsotti-Tate groups over the ring of integers of a local field.

6.1 Witt vectors

In order to work over a finite extension K/Q), it is convenient to have some familiarity with
the formalism of Witt vectors, so we will dedicate some space to recall the basic definitions and
results. As a typographical convention, in the following sections, we will denote vectors using a
boldface character.

Remark 6.1 (Motivation). Consider K/ Qp a finite and unramified extension. Denote by k =
Ok /pOf the residue field of K and by ¢ := |k| its cardinality. Then there is a multiplicative
map [ -]: k — Ok, called the Teichmiiller lift, with image 141 (O ), the (¢ — 1)st root of unity
of Ok. In particular it is well known that any element a € O can be uniquely written via a
Teichmiiller expansion

a= Z[Cn]pn7

neN

with ¢,, € k for all n € N. The theory of Witt vectors allows the explicit computation of sums
and products between Teichmiiller expansions, using only algebraic operations on the sequences
of elements of k. Clearly its interest doesn’t stop there, so we will highlight some other properties
of the construction.

Moreover we wish to remark that the following constructions can be carried out for any ring
A, though the most interesting results for us will be in case A is a perfect F),-algebra, i.e. an -
algebra on which the map x — 2P is an automorphism. The results we will introduce in this
section revolve around this assumption, but we will highlight when it is not strictly necessary.

Definition 6.2: Witt polynomials.
We define a family of polynomials {w;, (x)}, oy C Z[x] = Z[zi];en by

wo(x) = wp(zg) = xo,

wq(x) = w1 (wg, 1) = h + px1,

. n—i n n—1
— — 7,..D _.p V4 n—1_p n
wn(X) = wn($o7--~7wn) = E px; =xy +pxy +---+p Ty_1+D Tn.

Lemma 6.3 ([SG80, Chapter II, §6, theorem 6]). For every ¢ € Z[x, y] there exists a unique sequence
{on}nen C Z[x,y], where X = {2}, oy andy = {yn},cry such that, foralln € N,

wn(‘pO; .. a‘pn) = ¢(wn($07 .. wxn)awn(yOv ce 7yn)) .

Notation 6.4.
Denote by { S, },,cy and { P, },, < the polynomials associated by Iemmato oz, y) =z+y
and ¢(z,y) = x - y respectively. Then we define, for a, b € A" the following composition laws:

a+b:=(S,(a,b))
a-b:=(P,(a,b))

neN

neN -
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Theorem 6.5 ([SG80, Chapter II, §6, theorem 7]). The composition laws on AN defined in notation
make it into a commutative unitary ring.

Definition 6.6: Ring of Witt vectors.
We define the ring of Witt vectors with coefficients in A, denoted by W (A), to be the commutative
unitary ring AN endowed with the composition laws defined in notation

Remark 6.7. By definition, the map

W:W(A4) — AN

a—— (wy, (a))neN

is a ring homomorphism. Moreover it is easy to check that it is a monomorphism if p is not a zero
divisor and an isomorphism as soon as p is invertible.

Definition 6.8: Frobenius and Verschiebung.
Since A is of characteristic p we can define on W (A) the following two maps

V:W(A) — W(A) ind F: W(A) —— W(A)

(ao,al,...) — (0,(10,(11,...) (ao,al,...) — (ag,af,...).

It can be easily shown that the first map, called Verschiebung (which we recall is the german word
for shift), is additive, whereas the second, called Frobenius, is a ring homomorphism.

Definition 6.9: (Strict) p-ring.
A ring B is called p-ring iff it is separated and complete for the topology induced by a decreasing
collection of ideals {b;},- such that b,b,,, C by4p, for all n,m > 1 and B/b; is a perfect
[F,,-algebra (hence p € by).

We say that B is a strict p-ring iff it is a p-ring and b; = p’B foralli > land p: B — Bis
an injective map.

Remark 6.10. Notice that a strict p-ring is a p-adically separated and complete ring such that
B/pB is a perfect F),-algebra.

Remark 6.11. Since A is of characteristic p we have the identities V F = F'V = p. Moreover,
in case A is perfect, we see that p"W(A) = V"W (A), since p - (ag, a1, ...) = (0,ah,dl,...).
This means that the p-adic topology of W (A) corresponds to its natural product topology. This
means that W(A) ~ lim W(A)/(p™). Then, since W(A)/(p) =~ A, this also means that

W (A) is a strict p-ring.

€N

Lemma 6.12 ([BCO9, Lemma 4.2.2]). Let B be a p-ring. There is a unique set theoretic section
rp: B/by — B to the reduction map such that rg(xP) = rp(x)? forall x € B/by. Moreover g
is multiplicative and rp(1) = 1.

Definition 6.13: Teichmiiller lift.
For a ring A, we can define the following section to the reduction map

[-]: A —— W(A)

a — [a] = (a,0,0,...),

where [a] is called the Teichmiiller lift of a.
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Remark 6.14.

1. Reducing to an appropriate universal case it is easy to prove that

2
(x07$1; T, . . ) . (y07 070 .. ) = (x()y()ax%[)y()a 3712) Yo, - - )
in W(A). Hence [ - ] is a multiplicative map and satisfies conditions of lemma

2. If B is astrict p-ring endowed with the p-adic topology, each b € B can be written as
b= Z 75 (bn)p"

with b, € B/b; = B/pB. Let’s recall that B is complete and separated with respect
to the p-adic topology. As a consequence the above series converges and the expansion is
unique.

3. Let A be a perfect IF,,-algebra, then any element x € W (A) can be uniquely written as
x = lealp",
neN

where ¢,, € A. We will refer to this expansion as the Teichmiiller expansion in the future.
Moreover, given x = (a”)nEN’ one can also write it as

Then, since A is perfect, F' is invertible on W (A) too and we obtain V™ = p™ F~™. Then
we can rewrite the above sum as

x =" p F M (an)) = S [al I
neN neN

All combined we can explicitly compute the coefficients of the Teichmiiller expansion of
x = (an),cnp via ] = [a2, "].

Proposition 6.15 ([BCO9, Proposition 4.2.3]). If A is a perfect Fp,-algebra and B is a p-ring, then
the natural "reduction" map

Hom (W(A), B) —— Hom (4, B/by)
is an isomorphism. More generally, for any strict p-ring B, the natural map
Hom (B, B) —— Hom (B/(p), B/b1)

is bijective for every p-ring B.
Remark 6.16.

1. Let’s notice that, by the previous comments, we have W (A)/(p) = A, which allows the
definition of the first map above. Moreover the above shows that 3 and W (B/pB) satisfy
the same universal property in the category of p-rings. As a consequence all strict p-rings
are isomorphic to W (A) for a perfect [F,-algebra A.
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2. The inverse to the second bijection has the following form. Let h € Hom (B/(p), B/b1)
and write an element & € 3 using its expansion via 3. The induced map on B acts by

T = ZneN B (mn)pn — ZnGN B (h(xn))p"

3. Using the above proposition we can recover the theory of maximal unramified extensions
for finite extensions K/Q,. Fix K and let k := Oy, /(7 ) be its residue field. In fact Ok
is a p-ring, when considered with the filtration given by {ﬂ'}( }i>1. Then there is a unique
map of rings a: W (k) — Op lifting the isomorphism W (k)/(p) =~ k ~ Ox/(7k).
Since p has image in the maximal ideal of O, the map « is local and injective. This means
that Ok /(p) is a W(k)/(p) = k vector space with basis (1, 7, ..., 7% ), where e =
e(K/Q,) is the absolute ramification index of K. Since O is complete and separated
with respect to the p-adic topology, by successive approximations, we see that the above
is a W (k)-basis of O, which is then a free W (k)-module of rank e. As a consequence
also K = Ok|[1/p]isa W (k)[1/p] = K vector space of dimension e. Then K/ K is a
field extension of degree e, which is totally ramified since the two fields have isomorphic
residue fields. Then we see that the Witt vector construction allows one to construct K
the maximal unramified subextension of any finite extension of Q,,.

4. We can finally notice that the isomorphism W (k) ~ Og, preserves Teichmiiller lifts.
Hence, recalling the motivational remark at the beginning of the section, we can use the
definition of sum and product via Witt polynomials on W (k) to compute the operations
on Teichmiiller expansions on Ox,.

6.2 Classification of p-divisible groups over O

This section will follow [Kis07} Appendix A]. Fix k a perfect field of characteristic p and denote
by W = W (k) its ring of Witt vectors and by Ky = W/[1/p] its field of fractions. Finally
fix K/ Ky a finite totally ramified extension. We denote by 7 a fixed uniformizer of K and by
E(u) € Wu] its (Eisenstein) minimal polynomial.

Remark 6.17. Let T' be a scheme and G € BT /T The formation of D(G) and D*(G) is com-
patible with all base changes. In particular, if p = 0 on 7', we can pull G back by the Frobenius ¢
on T'. Then the relative Frobenius on G gives amap G — ¢*((G) hence a map of crystals

" (D*(G)) —— D*(¢"(G)) — D*(G),

where the first is an isomorphism since, as seen above, the formation of D*(G) commutes with
base change.

Notation 6.18.

In the following we will mainly be interested in the evaluation of crystals on objects. In particular,
given schemes T, Go € BT /Tpand Ty — T € Crys(Tp), we will be interested in the evaluation
D*(Go)r(T) = D*(Go)1ys7(T), where D*(Gy)r is defined in notation [5.40|and its evalu-
ation in remark [4.58] Hence we introduce the shorter D*(G)(T") := D*(Go)r(T'). Moreover,
if T = Spec(A) is affine, we introduce the notation D*(G)(A) for D*(G)(T). Finally we can
notice that, fixed G, the functor D*(G), induced by a sheaf on Crys(7y), is contravariant when
evaluated on schemes, but covariant on rings.

Remark 6.19. Suppose that T} is a scheme over W and that p = 0 onTj. Consider Gy € BT /T
and Ty — T € Crys(Tp/W') an object on which p is locally nilpotent, and G a lift of G to 7.
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By construction of D* we have an isomorphism
D*(Go)(T) —— D*(G)(T).
Moreover, recalling proposition|[5.23] the Or-module D*(G)(T) sits in an exact sequence
0 —— (Lie(G))” —— D*(G)(T) —— Lie(GP) —— 0.

We recall that elements of Crys(X/.S) are defined by locally nilpotent sheaves of ideals. In what
follows, though, we want to evaluate crystals on surjections of p-adically complete rings, whose
kernels are endowed with divided powers (not necessarily nilpotent).

Definition 6.20.

Let A — A be a surjective homomorphism of p-adically complete and separated Z,,-algebras
whose kernel is equipped with divided powers, compatible with those on pZ,,. Take G € BT /A,.
Denote by G, the restriction of G to Ag/p™ Ap. Then we define

D*(G)(A) = lim D*(G1)(A/p" A).

neN

Remark 6.21. Notice that, in the above definition, A/p" A — Ag/p™ Ao has kernel equipped
with divided powers. In fact it is the projection of the kernel of A — Ag/p™Ag, over p™ A.
This ideal has divided powers since pA and ker(A — Ap) have compatible divided powers.
Analogously we see that the kernel of A/p" A — Ag/p™ Ap has divided powers for all m < n.
Now, combining this remark with remark|[6.19] we see that the above definition could have easily
been swapped out with
D*(G)(A) = lim D" (Go)(A/p" A)
n>m

by cofinality of the family n > m in N. Moreover we can notice that, in case p is not nilpotent
on Ay, the theory of Messing (see definition [5.33), doesn't suffice to define the crystal D*(G).
Though, for our purpose, it is enough to define the valuation D*(G)(A), for which it suffices to
have the crystal associated to (1. In particular we can notice that the crystal can be constructed
for G € BT /Ay if Ay is p-adically complete, as above.

Remark 6.22. We will now introduce some technical lemmas, which will play a crucial role in
the proof of the main result of this section, proposition[6.37] In fact these lemmas allow, in com-
bination with theorem[5.43} to lift not only a Barsotti-Tate group along a thickening with divided
powers, but also some additional structure, i.e. a Frobenius morphism and a filtration, on the eval-
uation of D*. lin fact, this extra semi-linear algebra structure is going to be of vital importance in
the proof.

Lemma 6.23 ([Kis07} Lemma A.2]). Let A — A be a surjection of p-adically complete and separated
local Z.,-algebras with residue field k and kernel Fil' A equipped with divided powers. Suppose moreover
that

1. Ais p-torsion-free and it is equipped with an endomorphism @: A — A lifting the Frobenius
endomorphism on A / pA;

2. the following map, induced on the pullback, is surjective

idy @¢/p: ©*(Fil' A) — A.
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If G € BT/Ag we write Fil' D*(G)(A) C D*(G)(A) for the preimage of (Lie(G))" inside
D*(G)(Ag). Then the restriction of p: D*(G)(A) — D*(G)(A) to Fil' D*(G)(A) is divisible

by p and the following induced map is a surjection
1@ p/p: *Fil' D*(G)(A) — D*(G)(A).
Remark 6.24. Here are the main ingredients of the proof.
1. Given an ideal I < A with divided powers, then ¢(I) C pA. In fact
o(x) = 2P = y,(x) - p! € pA.
2. Let G be alift of G to A, then we have
Fil'! D*(G)(A) = (Lie G)" + Fil' A - D*(G)(A).

3. Let H € BT/ Spec(W (k)). Denote by Hy the restriction of H to k and by V' the Ver-
schiebung morphism. Then W (k) —» k satisfies the hypothesis of our lemma, and the ker-
nel Fil' (W (k)) = (p) is equipped with divided powers by item of example Then,
using the theory of Dieudonné modules, one can see that

(Lie H)Y + pD* (H)(W (k)) = VD*(H)(W (k)),
i.e. that VID*(H)(W (k)) = Fil' D*(H ) (W (k)).

Definition 6.25: Special ring.

A special ring A is a p-adically complete, separated, p-torsion-free, local Z,-algebra equipped
with an endomorphism ¢ lifting the Frobenius on A/pA. Moreover we call map of special rings a
morphism of Z,,-algebras between special rings which is also compatible with (.

Definition 6.26.

Let A be a special ring. We define the category C 4 whose objects are finite, free A-modules M
equipped with a semilinear Frobenius map ¢: M — M and an A-submodule M; C M such
that p(M7) C pM and such that the map

ida®p/p: p*(My) —» M
is surjective. Its morphisms are morphisms of A-modules compatible with the Frobenius and

submodules.

Remark 6.27. Notice that lemmaallows to endow, for G € BT /A and A — Ay asin the
hypothesis, the module D*(G)(A) with the structure of an object in C 4.

Definition 6.28.
Consider a map of special rings A — Band M € C4. Then M ® 4 B € Cp, when equipped
with the induced Frobenius and setting (M ®4 B); to be the image of M; ®4 Bin M ®4 B.

Lemma 6.29 ([Kis07, Lemma A.4]). Let h: A — B be a surjection of special rings with kernel
J. Suppose that, for all i > 1, ©*(J) C p'tiJ, where {j;},, is a sequence of integers such that
lim;_, o0 j; = 00. Consider M, M’ € C4 and B

QBZM@)ABL}M/@AB

an isomorphism in Cg. Then there exists a unique isomorphism of A-modules 6 4: M — M’ lifting
0 and compatible with .
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Remark 6.30. Asbefore we will only present the main idea behind the proof. In this case, starting
from any lift 6y : M — M’ of 6, we deform iteratively the map

‘P*(eilMl) 1®Lp/p

©*(My) @ (M7) M’

obtaining a succession of maps 6; whose successive difference has image lying in p’s M. The fact
that j; — oo allows to obtain a well defined limit.

In order to apply the above results to the proof of the main theorem of the section we still need
some remarks and definitions. Let’s start by defining the ring which allows to overcome the prob-
lem of definition of divided powers on the maximal ideal of O for a ramified extension, see

item[4]of example

Definition 6.31.

Consider W as a divided power ring, endowing the maximal ideal (p) with the divided power
structure defined in itemof example Consider W' [u] asa 1V -algebra, and take Dyy(,,) (E(u))
its divided powers envelope, constructed in theorem Let’s notice that, as outlined in re-
markm we can take J < Dy, (E(u)) as the ideal generated by E(u), p and their divided
powers, also called the P.D. ideal generated by E(u) and p. We denote by .S the p-adic com-
pletion of Dy [, (E(u)) and by Fil' S C S the closure of the ideal generated by E(u) and its
divided powers.

Remark 6.32. Thering S is equipped with an endomorphism ¢ lifting that on S/pS. Itis, in fact,
induced by the Frobenius on W [u] which acts naturally on W and by u + u?. In order to lift it
we use the universal property of the divided powers envelope. In particular we need to notice that
this map sends (F(u)) into J which, as stated before,contains p. But this is clear, since F' sends
pW [u] to pW [u] and, since the P.D. ideal generated by E/(u) in Dyy,)(£(u)) contains divided
powers, it sends F/(u) in the P.D. ideal generated by E(u) and p. Then, by universal property of
divided powers envelope, we obtain the desired lift ¢ as the unique map making the following
diagram commute

(Wlul, (E(u), p)) = (Wlul, (E(u),p)) C D (E(w))-

Then this extends to S by continuity with respect to p-adic topology and it lifts the Frobenius
defined on S/pS = Dy (E(u))/(p).

Notation 6.33.
Thanks to lemma the ideal Fil' (S) is equipped with divided powers. Then, as seen in re-
mark|6.24) we have o(Fil' S) C pS, which allows us to define ; == /p: Fil' S — S.

Remark 6.34. We will apply lemmal6.29)in the situation where .J is equipped with divided power
structure and there exists a finite set of elements x1,...,x, € J such that J, in the p-adic
topology, is topologically generated by the z; and their divided powers and such that p(z;) = =¥
for all i. Then the integers j; of lemma|[6.29| can be taken to be v/, ((p — 1)!) — 1. Since g is a
continuous endomorphism in the p-adic topology, it suffices to prove the statement for elements
of the type

= gl gl
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for arbitrary my, ..., m,, € N. Here we can notice that @(xgmi]) = (xf)[mi] for all 4. Hence

o) =] Sﬂi((fck)[mk]) =11 (¢ ()™,
k=1

k=1

Let’s now fix a k with my, > 0. Since J is equipped with divided powers we have

@i(xk) = xﬁ = Tk 'W’pl—l(xk) ’ (Pi - 1L

Now, from condition 2 of definition[4.1] we obtain
; m i1\ Mk i me mp
()™ = (af ) (- e

Since 7, and all its divided powers are in J, we see that (¢° ()™ € p (@' =D ] Asa

consequence this claim holds for any z = x[lml] ceee x;cm’“], hence forallz € J.

Definition 6.35.
We denote by BT‘;S the category whose objects are finite free S-modules M equipped with an

S-submodule Fil' M and a (-semilinear map 1 : Fil' M — M such that
1. Fil' §- M C Fil' M and the quotient M/ Fil' M is a free O -module;
2. the map idg ®p1: ¢* (Fill M) — M is surjective.

Remark 6.36. Notice that any M € BT“/OS is equipped with a p-semilinear map ¢: M — M
defined by
-1
p(x) =1 (E(u) p1(E(u)r).

In fact 1 (F(u)) is invertible in \S. To show this we recall that, by definition, ¢; is ¢-semilinear
on Wu], and that W [u] embeds in S. More explicitly we need to show that the element

ucP _
p1(E(u)) = 3 + @1(ae—1)u VP 4+ oy (ar)u® 41 (ao)

x

is invertible in S. To do so it suffices to show that ¢1 (a1) € S and that z is nilpotent modulo p.
In fact, in such case, since .S is complete with respect to the p-adic topology, we can compute an
inverse of 1 (E(u)) in S via successive approximations (essentially in the same way one proves
this for power series). Let’s start with z. We want to prove that a certain power z” of z is in
Fil' S, which has divided powers, from which we would deduce "7 = plv,(z™) € pS. Let’s
recall that we defined Fil' S as the topological closure of the P.D. ideal ( E(u), p) Dy (E(u)),
i.e. the ideal topologically generated by E'(u), p and their divided powers. Notice, moreover, that
u® € Fil* S, since E(u) is Eisenstein. Then we can also notice that each term of z¢ is either
divided by a power of u? /p or a power of u®. But u®? /p = (p!/p)yp(u®) = (p — 1)!vp(u®).
Then this means that
z° € (yp(u®),u®) C Fil' S

since Fil* S contains u° and its divided powers. With regards to ¢1 (ag) we need to show that it
is invertible modulo p. But this is true, since ¢(p) = p on W, hence on S, and ap = p - @, for
a € WX, In fact this grants that 1 (ag) = @(pa)/p = p(®). Since o« € W and ¢ lifts the
Frobenius on W, which itself lifts the Frobenius on k, we see that the image of « is invertible in
W/pW =~ k, and ¢() too, which allows us to conclude.
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Proposition 6.37 ([Kis07| Proposition A.6]). There is an exact contravariant functor

M:BT/Ox — BT%
G —— D*(G)(S) = M(G).

If p > 2 this functor is an anti-equivalence, whereas if p = 2 it induces an anti-equivalence of the
corresponding isogeny categories.

Proof. We start by showing that this functor actually takes values in BTfs. We need to show
that M (G) = D*(G)(5) has a structure of object in BTfS, for which it is enough to check that
S — Ok satisfies the hypothesis of lemma|[6.23] Notice that the map S — O is induced by
W u] = Ok which is a surjection, as remarked before. Then, by construction, we see that S —
Of is surjective too. It is also clear that both S and O are p-adically complete, separated, local
Z,-algebras. Moreover, by definition, ker(Wu] — Ok ) = (E(u)). Then, by construction of S
and completeness of O, we see that Fil S, thekernel of S — Of, asseenin notation isthe
P.D. ideal topologically generated by E'(u), hence it is equipped with divided powers. Moreover,
by construction, it is clear that S is p-torsion-free and, thanks to remark|[6.32] that it is equipped
with an endomorphism lifting the Frobenius on .S/pS. Finally we are left to prove that the map

idg @¢/p: ¢*(Fil' §) — S

is surjective. Here, thanks to the argument in remark|6.36} we easily conclude. In fact we see that,
foralls € S,

s (p1(Ew)) ' @ E(u) — s.

The construction of the quasi-inverse M — G(M) is definitely more tricky and we will
concentrate only on the case p > 2, leaving the rest of the proof to [Kis07]. It will require the use
of classical Dieudonné theory to construct a Barsotti-Tate group over k associated to a module
M e BT“/OS and then to iteratively lift it from k = O /7O to O k. This difficulty is due to the
fact that, in general, the maximal ideal of O, i.e. the kernel of O — k, does not admit divided
powers. Then the only hope to lift the classical construction is to proceed iteratively, reducing the
above projection to a sequence of smaller projections, whose kernels all have nilpotent divided
power structures. And for this process the choice of the right ring, i.e. S, will be crucial. In
particular those lifting steps will make use of Grothendieck-Messing deformation theory to lift
the Barsotti-Tate group, and of the previous technical lemmas to lift the structure of module in
BTfs associated to the p-divisible group via the crystal D*(G).

Let’s now start the proof by introducing the necessary notation: let ¢ vary in 1, ..., e and
set R; :== W{u]/(u'). Clearly R; is equipped with a Frobenius endomorphism ¢ given by the
usual one on W and v — uP on the indeterminate. These are all S-algebras. In fact, by universal
property of divided powers envelope we have a ring homomorphism .S — R; given by the unique
map associated to

Uur——u
Ly pe—}

This map is compatible with ¢ and, by uniqueness, also the induced map on S is. Moreover
also O /(7*) is an R;-algebra by u + m, seeing W = Ok, C Og. As one can check
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writing the elements of O in Teichmiiller expansion, the map R; —» Oy /(7?) is a surjec-
tion with kernel pR;, which is equipped with divided powers by lemma Then, given a p-
divisible group G; € BT /(O /7'Of ), we can consider its evaluation D*(G;)(R;) by defini-
tion Following the notation of Iemmawe denote by Fil' D*(G;)(R;) the preimage of
(LieG;)" € D*(G;)(Ok /7' Ok) in D*(G;) (Ry).

We define the module M; := M ®g R;, whichis a restriction of scalars of our original one and
it is also equipped with the diagonal action of . We set Fil' M; C M; to be the image of Fil' M
in M;, which is a submodule by surjectivity of S — R;. Notice that the above corresponds to
defining Fil' M; == Fil' M ®g R;. Then, by right exactness of tensor product,

ids @1 : p*(Fil' M) —— M

induces a surjective map ¢* (Fill M;) — M, for all i. In other words we have just seen that
M; € Cp, foralli € [1,€].
With all this in mind we can start with the lifting process.

1. Atfirst we need to construct, using classical Dieudonné theory, a Barsotti-Tate group G; on
k = Ok /7Oy, from Mj. Let’s denoteby F': M7 — M the map inducedby p: M — M.
Then we see that both sides of the surjective map ¢* (Fil1 M) — Mj are free W-modules
of the same (finite) rank, as can be seen by base changing to k, which means that the map is
an isomorphism. Now we consider the composition

My —=— o*(Fil' M) —— @* (M) —— M;,

where the first arrow is just the inverse of the above isomorphism, the second map is in-
duced by the inclusion Fil' M < M and the third one is givenby a @ m — o 1 (a)m.
This composition gives a ¢~ !-semilinear map V': M; — M; such that FV = VF = p.
Let’s denote by G the Barsotti-Tate group on k associated to this Dieudonné module, see
e.g. [BCO9} Proposition 7.2.6] for a reference. In particular the isomorphism

D*(G1)(W) —— M,

is compatible with Frobenius. Moreover, thanks to remark Fil' D*(G)(W) can be
identified with VID*(G1)(W'), which grants that the isomorphism is also compatible with
filtrations.

2. We now iteratively lift this construction. Assume, for i € [2, ], that we have an isomorph-
ism

D*(Gi—1)(Ri—1) —— M;— (6.1)

compatible with Frobenius and filtrations, i.e. an isomorphism in Cp, ,. We can notice
that the kernel of R; —» O /(7" 1) is (p,u'"!) which is still equipped with divided
powers. In fact, following item (3| of example we simply put v, (u'~1) = u'~! and
Yn (ui_l) = Oforalln > 2, since u2(“=1) = 0in R;. Then we are done invoking pro-
position Again, this means that we can compute D*(G;_1)(R;). We have already
seen that M; € Cpg,. Moreover lemma applied to the surjection R; — Oy /(7*~1),
implies that also D*(G;_1)(R;) is in Cg,. Recalling remark[6.34and that the isomorph-
ism in equation is a morphism in Cp,_,, we can apply lemmato the surjection
R; - R;_; and obtain a lift to an isomorphism

D*(Gi-1)(R;) —— M;
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compatible with Frobenius. Finally, since the kernel of R; — R;_; is nilpotent, we can
invoke theoremand obtain that there is a unique G; € BT /(O /7'O) lifting G; 1
and such that (Lie G;)V C D*(G;_1)(Ok /7 Ok ) is equal to the image of Fil® M; under
the composite

Fil' M; ¢ M; —— D*(G;_1)(R;) —— D*(G;_1)(Ox /7' Ok).

Then, by construction, we obtain that the isomorphism D*(G;)(R;) ~ M;, where we
recall the implicit use of remark is compatible also with filtrations, i.e. is in Cp,. This
concludes the first step of induction.

. Finally we need to reiterate the above argument to the surjection S — R.. At first we need
to show that the kernel of this map is equipped with divided powers. Since it is the p-adic
completion of the kernel of the map Dyy () (E(u)) — R, inducedby Wu] — R, we can
study this and then apply lemma[4.10] But this kernel is the P.D. ideal topologically gener-
ated by u¢ and p hence it is equipped with divided powers, since (E(u)) < Dy, (E(u))
has a P.D. structure compatible with that of (p) (and it is an Eisenstein polynomial). Then
we can apply lemma [6.23|and obtain that the evaluation D* (G, )(S) is in Cg. As before,
thanks to lemmal[6.29] we lift the isomorphism

M, —— D*(G.)(R.)

in Cp, to anisomorphism M ~ D*(G,)(S) compatible with . Here notice that we need
remark|[6.34]to invoke lemma(6.29} and we can argue as in remark[6.34]since the kernel of
the projection S — R, is the P.D. ideal topologically generated by ©© and p, on which the
Frobenius acts as the pth power map. Now we need to lift the group G, to O for which
we assume that p > 2. In order to do so we notice that, for all i, O /(p*~!) — Ok /(p?)
and S — Of /(p*) have kernels equipped with divided powers, the first being nilpotent,
the second existing by compatibility of divided powers on u® with those on p. Moreover,
since O is p-adically complete, thanks to [Jon95, Lemma 2.4.4] or to lemma we see
that the datum of a Barsotti-Tate group on O is equivalent to the datum of a compatible
sequence of Barsotti-Tate groups G* on O /(p*). Here compatible means that the restric-
tion of G¥ to O /(p*~!) is isomorphic to G*~1. Then, invoking again theorem we
can construct this sequence by induction, taking at each time the group G* determined by

(Lie G*)Y C D*(G.)(Ox /p'Ox), given by the image of Fil' M under
M —— D*(Ge)(S) — D*(Ge)(OK/piOK).
By functoriality of D*(G.) this gives rise to a compatible family G, which in turn, by

[Jon95} Lemma 2.4.4], defines G(M) € BT /Of such that (Lie G)¥ C D*(G.)(Ox) is
equal to the image of Fil* M under

M —— D*(G.)(S) —— D*(G.)(Ok).

At last we are only left to prove that the above morphisms are quasi inverses to each other. It is
clear, by construction, that M ~ M (G(M)). For the other direction we see, by induction on
i = 1,...,e, that uniqueness in lemmam grants that, given any G € BT/Og, the group
G,(M(Q)) is isomorphic to the base change of G to O /(*). Analogously, for i € N, unique-
ness in lemmagrants that G*(M (G)) is isomorphic to the base change of G to Ok /(p?).
Then, invoking again [Jon95| Lemma 2.4.4], we can conclude that G(M (G)) ~ G and the two
functors are quasi-inverses to each other. ]
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Now that we have proved this theorem let’s compute some simple examples. These will also play
an important role in what follows.

Example 6.38. We want to compute M (G) = D*(G)(S) for G = G,,(p) and its dual GP =
Q,/Z,, both seen in BT /Ok. Let’s denote by G a lift of G to S. Then, via definitionand

thanks to remark we obtain that M (G) ~ D*(G)(S). Still by remark we see that
M (G) sits in the following short exact sequence

0 — (Lie G)Y —— M(G) —— Lie(GP) — 0. (6.2)

Moreover, recalling remark we have (Lie G)¥ = wg and Lie(GP) = w¥ . Also, when
determining the filtration, it s useful to keep in mind remark[6.24] where we stated that
Fil'! M(G) = (LieG)Y + Fil' § - M(G).

Then we need to compute the conormal sheaves w¢ for G, (p) and Q,/Z,. Let’s notice that,
seeing G = ligveN G, we obtain wg = l.glveN wa, - We'll start by arguing over Z, then we

will base change to S.

1. Let’s start With G = h_r)n tpv and denote Gy, = f1,v. As seen in example this is affine
over Z and it is given by

ppe = Spec(Z[T)/(TP" — 1)) = Spec(A,).

Then we recall that the closed immersion of the pointed scheme GG, corresponds to the
augmentation morphism

g Z[T))(T?" —1) —— Z.

Denoting by I the augmentation ideal of A,, the sheaf wg, is the Ogpec(z)-module I/1*
associated to I /I%. We can reduce its computation to that of I/I2. To this aim we recall
[Liu06} §6.1, proposition 1.8(d) and example 1.10] which let us compute

A,dT

P L — ar
Av/Z - Avvap1,71dT =

A/

Now we can invoke [Stacks, Lemma 0474] (taking S = Z = Spec(Z) and X = G,,), since
i, = Spec(€) admits the structure morphism as a left inverse. This grants that

we, =10k, 1o = 20"

2. Let’s now analyze GP = @Z/p”Z, where we will denote GL = Z/pZ. We can use
lemma[2.32](as we did in exam to obtain that this is an étale group scheme over
Z. In fact we need to consider fiber by fiber what happens, but we are just base changing a
finite product of copies of Z to the residue field. Then [Stacks| Section 00UQ] grants that
Q¢p /7 = 0and finally that wgp = i;€2gp /7 = 0 thanks, as before, to [Stacks, Lemma
0474] (again, taking S = Z = Spec(Z), X = G and noticing that i, = Spec(£) admits
the structure morphism as a left inverse).
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Now we can base change to S. To do so it suffices to tensor product our Z-algebras with .S and
obtain GG, and Gf) for all v. Then, since the base change of an étale morphism is still étale (see for
example [Stacks| Lemma 02GOJ), GUD is étale over S. Then WEp = 0 for all v, hence wzp = 0.

With regards to év the above computations carry faithfully to the base change to .5, giving us

. . s AT dT

wg = lmwg = lim 5/(p )T = S?,
vEN veN

since S is p-adically complete. We now have everything we needed to finally compute M (G),

Frobenius and filtration.

1. Let G = G,,,(p), then filling equation with the terms we computed above, we obtain
M(G) ~ S. Moreover Fil' M(G) = S, since it contains (Lie G)Y = wg = S. Finally
we also get that (o1 has to coincide with ¢, being -semilinear and defined on S = M (G).

2. Let’s now consider GP. Again, looking at equation , we obtain M (GP) = S. Though
now (Lie GP) = 0, hence Fil' M(GP) = Fil* S. And this implies also that our (-
semilinear map 1 coincides with ¢ /p on Fil' S.

7 Comparison morphisms

In this section we will finally put all the pieces together to construct the comparison morphisms
we hinted at in the introduction. To reach this goal we will still need to construct the ring Beis
and give an introduction to the construction of period rings, carried out by Fontaine.

As of notation, we will fix the following. We will denote, for this section, by K a complete
discrete valuation field, with perfect residue field & of characteristic p and uniformizer 7, by
W = W (k) the ring of Witt vectors with coefficients in k and by Ky := W[1/p] its field of
fractions. We will fix e := [K : K] the absolute ramification index of K, we denote by K a fixed
separable closure of K and by Cits completion. Finally we will denote by ¥k = Gal (F/ K )
the absolute Galois group of K and notice that its action on K extends to Cx by continuity.

7.1 Galois representations

Definition 7.1: p-adic representation.
A p-adic representation of a profinite group I' is a representation p: I' — Autg, (V) of I' on a
finite-dimensional Q,, vector space V, where p is continuous. Here the topology on Autg, (V')
is that of GLn(Qp), which is well defined, independently of the chosen basis.

A morphism of p-adic representations V1, Vo of I is a '-equivariant linear map f: V3 — Vs,
i.e. a linear map that commutes with the action of I. More explicitly, denoting p;(7) simply by
~y for an element y € T, a I"-equivariant map satisfies v(f(v)) = f(7(v)) forallv € V; and all
vyel.

We denote the category of p-adic representations of I', whose objects and morphism have just
been described, by Repg (I').

Remark 7.2. In general the above definition is used for representations of Galois groups. In
particular ¢ is profinite and one studies p-adic representations of I' = ¥

Definition 7.3: (F, I')-regular algebra.

Let F' be a field and I a group. Let B be an integral F'-algebra equipped with an action of I via
automorphisms of F'-algebras. Denote by C' := Frac(B) and by E := BT Notice that I acts on
C in a natural way. We say that B is (F, I")-regular iff
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1. B = C" and
2. if b € B generates a vector space F' - b stable under the action of I, then b € B*.

Remark 7.4. Notice that, for any (F, I")-regular algebra B, E// F' is a field extension. Moreover
if B is already a field, than it is clearly (F, I')-regular. Finally we will always be concerned with
I' = Yk and F' = Qy, so we will fix them and assume that B is a (Q,, 9k )-regular algebra.
Moreover in the following we will simply write I'-regular to mean (Q,, I')-regular.

Definition 7.5.
One can define the functor

Dp: Repg, (¥x) — Vect(E)

V —— Dy(V) = (Bag, V)7,

where we denoted by Vect(F) the category of E-vector spaces. Moreover we can define a natural
B-linear, 9k -equivariant map
ap(V): BegDp(V) —— B®q, V
b®d+—— bd.

Proposition 7.6 (BC09| Theorem 5.2.1]). Fix V' € Repg (¥ ). Then the map cup (V') is always
injective and dimg D (V) < dimg V. Moreover there is equality of dimensions iff ag(V) is an
isomorphism.

Definition 7.7: Admissible representations.
We say that V' € Repq (9 ) is a B-admissible representation iff dimg Dp(V) = dimpg V. We

denote by Repgp (9K ) C Repg, (9K ) the full subcategory of B-admissible representations.
Proposition 7.8 ((BC09, Theorem 5.2.1]). Let’s denote by Vect¢(E) the category of finite dimen-
sional E-vector spaces. Then, the functor

Dp: Repgp (9k) — Vects(F)

V —— Dp(V) = (Bag, V)’ ,

is exact and faithful. Moreover any subrepresentation and quotient of a B-admissible representation is
B-admissible.

7.2 Period rings

Definition 7.9.
Let A be an [F)-algebra. We can associate it the perfect IF),-algebra

R(A) = lim A= {x:(xo,xl,...)e HA xflﬂzxnforallneN}

TP neN

endowed with the product ring structure.
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Remark 7.10.

1. The above IF},-algebra is perfect since the pth power map is clearly surjective by definition.
Moreover it is injective since any element x = (x,, ) satisfyingx? = Qhasx,,_1 =x2 =0
foralln > 1.

2. We have a canonical morphism
R(A) —— A
(Xn)neN — Xg.

Moreover any morphism from a perfect I -algebra to A factors through the above projec-
tion.

3. If Ais already perfect, then R(A) ~ A. In particular the inverse map of the above projec-
tion is given by a +— (al/ " ) In particular, let’s consider & a fixed separable closure of k.
Since k is already perfect, we obtain R(k) ~ k.

4. Given F afield of characteristic p, it can be shown that R(F') is the largest perfect subfield
of F.

Notation 7.11.
We introduce the following ring

R = R(Ocy /pOcy) = R(Ox/pOx)-
It is a perfect IF,-algebra and also canonically an algebra over k, since Oc, is.

Proposition 7.12 ([BC09, Proposition 4.3.1]). Let O be a p-adically separated and complete ring, and
a < O an ideal of O containing p and such that a’ C pO for some N € N (i.e. the a-adic and p-adic
topologies coincide). Then we have a map

R(O/a) —— ?anmp 0]
(Xn)pen — (X(n))neNy

where we define x(™) = lim,,, _, oo X/n_,_\mpm, in which X, is any lift of X, to O. This map does not
depend on the choice of lift, it is bijective and its inverse is given by
lglonp O —— R(O/qa)

(x(")) N (x(")moda)n

ne S\
Moreover R(O/pO) ~ R(O/a) and this common ring is a domain as soon as O is.
Remark 7.13. If we endow yan»—mP O with the ring structure given, for any x = (x(n)) and

(xy)(") = x(My () and (x + y)(n) = lim (x(”+m) + y(”+m))pm,

m— 00

then the above bijection is an isomorphism of rings.
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Notation 7.14.
In view of the above isomorphism we might see an element x € R either as an element (x,,) €

m . Ocg /(p) or as an element (x(™)) € m  Oc,. We will use high and low indices
accordingly.

Remark 7.15. Let’s now notice that ¥ = Gal (?/ K ) acts naturally on Oc,, since it acts via
isometries on K. Moreover, since it acts via morphisms of rings, which commute with x +— 27,

its action can be naturally extended to R = lim _ _ Oc,,.

Lemma 7.16 (BCO9, Lemma 4.3.3]). Denote by | - | , the absolute value on C ¢ normalized by |p|,, =
1/p. The map
[ |p: R —— pPU{0}

() e — X0,

neN

is a Y -equivariant absolute value on R that makes R the valuation ring for the unique valuation
vg on Frac R extending — log,, | - |z on R and having value group Q. Moreover R is vr-adically

separated and complete and the subfield k of R maps isomorphically onto the residue field of R.

Example 7.17.

L Fix (p1/7),
of R given by

a compatible family of p"th roots of p in Og,.. Denote by p the element

2
p = (0"), ey = (0707, ) €R.
Its valuation is easily computed by vg(p) = v,(p(?)) = v,(p) = 1.

2. Fix a compatible family of primitive p"th roots of unity ((yn ), en in Oc.. We denote by
€ the special element of R given by

e=(e"), =162, ..) €R

The element € depends on the chosen compatible family and any two such & are Z, -powers
of each other. Moreover we have vp (¢ — 1) = p/(p — 1). Let’s show this for p > 2: by
definition we have vg (e — 1) = v, ((e — 1)(?). By remark|7.13|we have

n

(=1 = lim (G +(-D)™)" .

Let’s notice that (71)(") = —1forall n and that {,» — 1isarootof &, (1 + X), where
®,,, denotes the mth cyclotomic polynomial. In particular ®,» (1 + X) is Eisenstein of
degree p"~!(p — 1). Then

: p p
vrle -1 =g, pip—1)  p-1°

Finally we recall that &k acts on (p» via the cyclotomic character, which is defined by
g(Cpn) = C;frgg ) for any g € Y. As aconsequence, since the induced action is component-
wise, ¥ acts also on € via the cyclotomic character, i.e. g(g) = ex(9) for all g € Y.

Theorem 7.18 ([BCOY, Theorem 4.3.5)). The field Frac R = R[1/p] is algebraically closed.
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Remark 7.19. There is a natural family of ring homomorphisms

Hn: R —— O(CK

(Xm)mEN > Xp.

Let’s give R a k-algebra structure via the k-embedding
k= R(k) —— R(O%/pO%) = R

¢ — (3(0)3(e7), (e 7),...)

where j: k — O/(p) is the canonical section to the reduction map Oz/(p) — k. Then 6,
is a morphism of k-algebras. We wish to lift it to a ring map W (R) — Oc,., but we cannot use
universal property of the Witt vectors construction since Oc,. /(p) is not perfect (in particular
the Frobenius is not injective).

Definition 7.20.
We define, set theoretically, the map

0: W(R) — O(CK

0
ZneN[cn]p” — ZnEN c% )pna

where remark allows us to write any element of W (R) in a unique Teichmiiller expansion
and cﬁf’) is defined as in notation

Remark 7.21. In remark we explicitly computed the Teichmiiller expansion of (r,),, .y to
be ) cn [r2”"]p™. Moreover, by compatibility of the elemelzts inlim  Oc, and multiplic-
ativity of r — r(™), we have that (r” ") © _ ((rpfn)(”))p = r(™), Hence we can compute 6

also via

(n) n

0: (ro,ri,...) —— > cnTn P

Remark 7.22. Let’s recall that in remark we saw that the action of ¥k extends naturally
from Og, to R. Then, thanks to proposition this naturally induces an action of ¥, on
W (R). More explicitly the action of ¥k is defined, for all g € ¥, by

g (Z[cn]p"> = Z[g(cn)]p".

neN neN

Moreover, recalling the explicit description of the Teichmiiller expansion given in remark
we see that this action of ¥k on W (R) corresponds with the component-wise action (again, since
it commutes with Frobenius on R).

Lemma 7.23 ((BCO9| Lemma 4.4.1]). The map 0: W(R) — Oc,, is a Yi -equivariant surjective
ring homomorphism.

Remark 7.24. Notice that 6 is clearly ¥ -equivariant, since ¥, acts on O, via isometries
(hence via continuous maps). Moreover, inverting p, we obtain another ¥k -equivariant surjective
ring homomorphism

bq: W(R)[1/p] — Oc,[1/p] = Ck.

It is important to notice, though, that the source ring is not a complete valuation ring.
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Proposition 7.25 ([BC09, Proposition 4.4.3]). Let p be as in exampleand let

=& =[pl—peW(R).
L. The ideal ker 8 < W (R) is principal and it is generated by &.
2. Anelementw = (Wo, W1, ...) € ker 0 generates the ideal if and only if w1 € R*.

Corollary 7.26 (BC09, Corollary 4.4.5]). Forall j > 1 we have W (R) N (ker 6q)’ = (ker ).
Moreover ﬂj21 (ker §) = ﬂjzl (kerfq)’ = 0.

Remark 7.27. As a consequence of the above we see that W (R)[1/p] injects into its ker Oq-
completion

o W(R)[L/p]
Bl =

Recall that ¢ acts component-wise on the ring of Witt vectors, so ker fq is stable under the
action of 5 and the transition maps of the above projective limit are ¢ -equivariant. As a
consequence B:{R inherits a natural action of ¥k which is compatible with that on its subring
W (R)[1/p). Then B projects ¥ -equivariantly on its quotients by (ker fq)’. In particular,
for j = 1, we obtain a lift of 0 to a ¥k -equivariant surjection

9;51 : B(TR — (CK.
Finally we see that the action of the Frobenius on W (R)[1/p] does not naturally extend to BJy.
In fact ker fq is not stable under its action, since ¢(§) = [p?] — p ¢ ker fq.

By construction BS'R is a discrete valuation ring, so we want to find a uniformizer which behaves
well under the action of ¥

Definition 7.28.
Let £ be as in example We define

(_1)n+1 ([6] B l)n c Bg_R'

NE

t = log ([e]) = log (1 + (le] ~ 1)) =

n=1

Remark 7.29 ([BCO9, pp. 60-62]).

1. The element [] — 1 lies in ker 6, hence the element log([€]) is well defined in B;.

2. One can show, via careful topological arguments, that, since any two different choices of
are related by &’ = e for a € Z;, thent' = at.

3. Yk acts multiplicatively on t via the cyclotomic character, i.e. for all g € ¥k we have

4. The element ¢ is a uniformizer of B:{R.

Definition 7.30: Field of p-adic periods.
We define the field of p-adic periods, also called the de Rham period ring,

Bar = Frac Bz = BJ[1/1].
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Remark 7.31. Notice that, just like BGTR, the field of p-adic periods Bgg is endowed with a nat-
ural action of ¢. Moreover we can notice that, set theoretically, the construction of By de-
pends only on C g and not on K, though the choice of K changes, functorially, the Galois group
acting on it, up to restriction to a closed subgroup.

Proposition 7.32 ([BC09, Theorem 4.4.13 and example 5.1.3]). Bqr is ¥ -regular (being a field)
and B = K.

Definition 7.33.
We define A..is to be the p-adic completion of the divided power envelope of W (R) with respect
to the ideal ker 6. More explicitly

Acris = m Dy (g (ker 0) /p" Dy () (ker 0).
neN

Remark 7.34 ([BC09, §9.1]). The ring A.,is is identified with a subring of le—R’ whose elements
are given by

fn
Acris = {Z anﬁ

neN

a, € W(R)s.t lim a, = 0 for the p-adic topology} .
n—oo

In particular this grants that A.,is is a domain. Moreover the composite A¢yjs — B(TR — Cg
lands in Oc¢, and induces a surjective ring homomorphism A — Oc,. Also, by [BC09)
Proposition 9.1.3], we see that the important element ¢t = log([e]) is in Acyis.

Remark 7.35. As seen in remark Y acts on W (R) sending pW (R) to pW (R) and, as
seen in remark ker 6 to ker f. Then by universal property of divided powers envelope the
action extends to Dyy (g (ker 6). More explicitly any g € ¢k induces the unique dashed arrow

DW(R) (ker 9)

/ (7.1)
4

(W(R), ker ) W(R) C Dy (r)(ker6).

This then extends to A,is. By [BCO9, Proposition 9.1.2] the action of ¥k on A5 is continuous
for the p-adic topology. Also, following [BC09, Lemmas 9.1.7-9.1.8], we can extend the Frobenius
morphism ¢ on W (R) to Ac,is. In fact one can check on the generator £ = [p] — p of ker 6§ that
@ on W(R) sends ker 6 + (p) to ker § + (p) and argue as in equation that the Frobenius
extends to Dy (g (ker 6) and then to Ac,is. In particular the above holds since

e =P ]-p=[p—p=[p"-p"+p’ —p.
——— ———
€ker 6 €(p)
Moreover one can check that p(t) = pt.

Remark 7.36. We can give to A,is the structure of 1V -algebra and then also of S-algebra. The
construction goes as follows. We have the injections

W(R) — DW(R) (ker 9) — @nél\l DW(R)(ker 9)/p”DW(R)(ker 9) = Acris-

Since, moreover, k < R we obtain an injection W — W (R). Composed with the above it gives
a canonical W -algebra structure to A.,s. We then use this structure to define the W -algebra
morphism

a: Wlu] —— Aqis

u — [m],
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where 7 is defined, like p, as m = (7r, /P 7r1/p27 . ) € lim O¢,, = R for 7 a uniformizer
of K. Notice, moreover, that by definition of Frobenius on both Wu] and A,is, the map « is
compatible with Frobenius. In fact the image of « lies in W(R) C Acyis, hence we can check it
here, since Frobenius of A.,;s extends that of W (R). Then, by definition we have the following
square

ZnGN anun }L) ZnGN an [ﬂ-]n

9{ J}p

D onen nu" = 3o el [
which commutes since the Frobenius on W (R) is a ring homomorphism. Now we notice that
a(E(u)) € ker 0 by definition of . In fact a(E(u)) = E([x]) and 6([w]) = 7 imply that
6(a(E(u))) = E(m) = 0. This implies that, by universal property of divided powers envelope,
the morphism Wu] — W(R) C Acis induces a morphism Dy, (E(u)) — W(R). Now
we can see W(R) C Dy (g)(ker §) which, combined with the above comments, induces the
diagram

1",

Dy (E(u)) —— Dw (g (ker )

l\l

””””””” ” ACY1§7

where the dashed arrow exists by universal property of the completion of a ring with respect to
the p-adic topology.

Definition 7.37.

We denote by B, the ¥x -stable W (R)[1/p] subalgebra

Bl = Auis[l/p] C B(;rR.

Cris

cris

We define the crystalline period ring for K to be the ¥ -stable W (R)[1/p]-subalgebra of Bar
given by Beis = B, [1/t].

Cris
Remark 7.38.

1. With some computations (see [BC09, Proposition 9.1.3]) one can show that t* =1 € pA.,is,
hence that inverting ¢ makes p a unit. Then Beyis = B, [1/t] = Acris[1/1].

2. Asfor Byg, set theoretically the definition of Bt s and of Beyis only depends on C . Again
the choice of K changes, functorially, the Galois group ¥k acting on the period rings.

Proposition 7.39 ([BC09, Proposition 9.1.6]). Beyis is 9k -regular and BYx = K.

cris

Finally we give a characterization of A,;s via a universal property.

Definition 7.40: Formal divided power thickening.

Let A be a ring, with a principal ideal p equipped with divided powers and V' be an A-algebra. A
p-adic divided power thickening of V is a surjective homomorphism of A-algebras: D — V such
that ker 6 has a divided power structure compatible with those on p, similarly to definition[4.53]
Morphisms between divided power thickening are divided power morphisms making the obvious
diagram commute. If the category of p-adic divided power A-thickening of V', whose objects and
morphisms have just been defined, admits an initial object we call it the universal p-adic divided
power A-thickening of V.

If, moreover, V is separated and complete with respect to the p-adic topology we define formal
p-adic divided power A-thickenings of V' to be p-adic divided power A-thickenings of V' which are
separated and complete with respect to the p-adic topology. An initial object in the category of
formal p-adic divided power A-thickening of V' is called universal as before.
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Proposition 7.41 ([Fon94] §2.3.2]). Acyis is a universal formal p-adic divided power W -thickening
of Oc .

Proof. Tt is clear that, by construction, A,is is a formal p-adic divided power W -thickening of
Ocy . Infact ker(Acis — Ocy ) is the p-adic completion of the P.D. ideal generated by ker 6 in
Dy (r) (ker 0). Thelatter is equipped with divided powers by construction, whereas the former is
equipped with divided powers by lemma We then need to show universality. Let (D, 0p, )
be another formal p-adic divided power W -thickening of O¢,,. Giving a morphism of formal p-
adic divided power W -thickening from A.,is to D is equivalent to giving a continuous morphism

a:W(R) —— D

between p-adic rings, such that p o o = 9|W( g)- This is because universal property of divided
powers envelope allows to extend « uniquely to Dy (g)(ker 6) and continuity to Acyis. Let’s
denote Jp = ker 6 p. We now need to notice that, given d; = do mod Jp in D, thend} = db
mod pJp. In fact, given d; = dy mod Jp thereis A € Jp such that do = dy + A. Then

p—1
d=di+y (1;) dINPTE 4 NP,
i=1

Here we notice that (’;) di\P~" € pJp forall2 < i < p— 1 and that \? = plvy,(\), since Jp is
equipped with divided powers. All in all we have d} — d5 € pJp as we wished. Fix now x € R
and take, foranym € N, &, € D aliftviaf0p of x(M) ¢ Oc,, defined as in notation Then,
from what we stated before, the sequence &P, converges p-adically to an element p(x) € D

which does not depend on the chosen lift. To prove this let’s notice that, since (x(m+1) P = z(™)
m+1

in Oc,., wehave £ | = &, mod Jp. But, by what we just proved, this implies that £}, ;1 =

f;:n mod p™Jp, hence that the sequence {gg';lm} is p-adically Cauchy. Since D is p-adically
complete this is enough to grant convergence. With regards to independence from the chosen
lift, fix another family {(,,} of lifts of 2("™) in D. Then, by construction, &, = ¢, mod Jp
forallm € N, hence 55:1 = Cglm mod p™Jp by the above. This means that the sequence
{fﬁ’,:" — ¢ } is Cauchy, moreover it clearly converges to zero. Then, being D a topological ring
(hence sum is continuous), we obtain that the two sequences {(,I;Lm } and {gg;" } converge to the

same point, which is then independent from the choice of lifts. Let’s now recall that

— (O) — 1 Apn
0([x]) =x nlLII;OXn .

We want to construct a family of lifts &, such that &, — «([x]), in order to show that a([x]) =
p(x). We denote by y,, == X,,” € Oc¢,, and by

Yo = (yn,yrll/p,yi/pQ,...) € @ Oc, ~ R.

TP

Then 0([y,]) = x," " by definition of . Moreover it is clear that y,, — X in R, hence that
[yn] — [x], if we endow W (R) with the weak topology. The first statement is true since, by
definition of the element x(9 (and independence of the chosen lift in its definition), we have
Yn — x(©) . Then an easy induction argument shows that y,ll/pm — X(m), hence that we have
convergence in R ~ lirnI'_mp Oc,, (notice that we can uniformly bound the distance of each

component from its limit). By continuity of «, then, we get that

a(x]) = a  Tim [ya]) = Tim a(lya]) = p(x),

n—oo n—oo
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where the last equality holds by compatibility of o with 6, which implies that a([y]) is a lift of
x,," . Then, since o is a continuous morphism of p-adic rings, it acts on the general element of

W(R) by

—n

a: (X17X27 .. ) = ZnEN[X'Zr)Lin}pn — Zn p(xgr)t )pn

This proves uniqueness, but it is also an explicit description of . As a consequence also existence
is clear, since the above « is a continuous homomorphism which commutes with the morphisms

0. |

7.3 Comparison morphisms

This last section will be dedicated to constructing and studying a few properties of our desired
comparison morphism and related ones.

Remark 7.42. Consider G € BT/Ok, seen as the inductive limit of G, as in definition
Let’s notice that, in proposition we could have carried out the proof in Oc,, instead of Oz.
This follows from remark in which we saw that G, (K) = G,(Oc, ). Then we have

Tp(G) ~ HomBT/OCK (QP/ZP7 GOCK ) .

Remark 7.43. Among other things, lemma states that Agis — Ogy is a divided power
thickening. Since we will need to compute D*(G o, )(Aais) for certain G € BT /Ok, we wish
to reduce its computation to that of D*(G)(.5). In order to do so, let’s recall remark[5.34] where
we explicitly defined the pullback of our crystals. In particular consider the cartesian diagram

V :=Spec(Auis) ——— U

J J

Vo = Spec(Ooy,. ) SN Spec(Ok) =: Up.

In this context we have f*G' = Go,_. Then stability under base change means

DY @)vysv =D (Goe, Jvosv

as Zariski sheaves. Moreover, since both A,is and O are endowed with a morphism from S
(hence with an S-module structure), from the universal property of pushouts, we obtain a morph-
ismin Crys(Og)

U —2 5 Spec(9)
Spec(Ox) == Spec(Ok)

which we will denote by «. Since crystals are special sheaves on Crys(Ok ), as of definitionm
we finally have a*D*(G) g0, = D*(G)u,—v. Now we can conclude since, taking evalu-
ations, we have

D*(Goc, )(Acris) = [TD*(G)(S) = Acris @5 D*(G)(S).

Remark 7.44. From remark we see that any f € T),(G) can be interpreted as a morphism
of Barsotti-Tate groups on Oc,. between Q,,/Z,, (base changed to Oc,.) and GOcK~ Since D*
acts contravariantly on Barsotti-Tate groups and covariantly on rings, it associates to f the map

D*(f) (Acris> : D*(GOCK )(Acris) — D~ (Qp/ZP)<Acris)-
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We use remark to compute those crystals in terms of the modules M (G) = D*(G)(5) of
proposition|[6.37] In particular, from example we get D*(Q,/Z,)(S) = S. Then we have

D* (Qp/ZP) (Acris) ~ Acris and D* (GOCK )(Acris) ~ Ayis @ D* (G) (S)
Recalling that A5 has an S-algebra structure, defined in remark we obtain a pairing

TP(G) x D~ (GOCK )(Acris) —— Acris
(f’ a) — D*(f) (Acris)(a)~

But this allows to associate to each a € D*(Go,, )(Acris) the evaluation morphism

Pa: Tp(G) —— Aaris
[ D*(f)(Acris)(a).

Since ID* is an additive functor this morphism is Z-linear, moreover it can be shown to be Z,-
linear too. As stated in remark T,(G) is a free Zy,-module of finite rank. As a consequence
we have a canonical isomorphism

HomZp-Mod (Tp(G)7 Zp) ®Zp Acris % HomZP-Mod (Tp(G)a Acris) .
All in all, the above allows us to define the following homomorphism
PG Acris ®s D~ (G) (S) — Acris ®Zp Tp(G)\/

Definition 7.45.
Fix {7r1/ »" }, a compatible family of roots of the uniformizer 7 of K. By compatible we mean that

(mt/P"yp = 71/7" " foralln € N. We define the algebraic extension Koo /K as the extension
given by Koo = U, ey K (7'/7"). As usual we will denote by ¥ = Gal (K/K) the
absolute Galois group of K .

Theorem 7.46 ([Fal99| §6, theorem 7]). The morphism constructed in remark
PG - Acris ®S D*(G)(S) — Acris ®Zp Tp(G)v

is a functorial Gy __ -equivariant injection which respects Frobenius and filtrations. Moreover the coker-
nel of pq is annihilated by t.

Proof. The idea of the proof, as carried out in [Fal99] §6], is to first concentrate on the particular
case of G = G, (p) and then reduce, using functoriality of p¢, the general case to this one. Here,
though, we will not be concerned with filtrations nor with Frobenius.

Let’s start by tackling functoriality and ¢k __ -equivariance. Both of them can be explicitly
checked in the construction of remark[7.44] In fact each step is clearly functorial and, upon in-
specting the various action at each step, it turns out that each is also ¥k __ -equivariant.

Let’s now concentrate on the particular case, so let’s fix G = G,,(p) for now. We need
to explicitly compute the morphism pg, using Messing’s theory, in order to prove that ¢ kills
coker pg. Recall that T},(G) = Z,(1), hence that T,,(G)" = Z,(—1). Now, since ¥ acts
ont € Ays via the cyclotomic character, we have an isomorphism of ¥k -modules Zp(—l) ~
Zpt~1. Let's recall that we denoted ¢ = log([€]) € Acyis. Moreover, as defined in example
we will use the notation €™ to denote our fixed p"th root of unity Cpn € Ocy, Thent € T),(G)
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corresponds, as shown in proposition to a morphism of Barsotti-Tate groups Q,/Z, —
Gy (p). In particular, when evaluated at O, it gives rise to

uo: Qp/Zy —— pp=(Ocy)
Lo e,

o

where by f1,00 (Oc,, ) we mean the multiplicative group of all p™ roots of unity in Oc,. Starting

from the construction of proposition one can compute the universal extension of G and GP.

In particular they are

0— G, — (Ga@%)/@% Qp/Z, —— 0

for Qy, / Zy, where the quotient is given by the pushout of G, and Q, over their common subgroup
Zp, and T

1— 11— Gup) — Gup) — 1

for G, (p). For this last notice that dual of G,,(p) is étale, hence wgp = 0. Considering ¢
as a morphism of Barsotti-Tate groups, proposition grants the existence of a morphism of
extensions which, when evaluated at O¢ ., gives rise to the following commutative diagram

Ocy ®Q,

0 Oc, o Q,/Z, —— 0
J/O J{Uo JKUO

1 1 /,Lpoc(O(CK) E— /,Lpoc(O(CK> — 1.

Here it is clear that the map vy, making the diagram commute, is defined by
vo: (A, ) —— ().

Henceforth we will denote by e” = ug(x), for & € Q,/Z,. In particular, if we write x =

a/p™, fora € Z, and —m = v,(x), we can explicitly compute £ = (e(m))a. Theorem|5.26
recalling remark and that A, is p-adically complete, grants that vy can be uniquely lifted
to a morphism

vi (Aeris © Qp)/Zp — A

cris

such that _U|V(Gm (p)a.. ) isan exponential (notice that, following the notation of theorem
j = 0in our case). Moreover we can define a morphism
CE (Acris S QP)/ZP E— Ajris

(a,x) — exp(—at) [a(x)],

" with —m = v, (),

where, writing as before x = a/p

a(z) = (€"™™)*), oy € R =1im Oc,.

Here it is important to notice that A.;s is complete with respect to the p-adic topology and that
ker € is equipped with divided powers, hence that the above map is well defined. Then, since
t € ker 0, ideal with divided powers, we also obtain that exp(—at) € ker 6. As a consequence
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we obtain that 0(v(x)) = €7, i.e. that v lifts vg. Moreover, restricting v to E(QP/ZPA ) is the

same as computing it at x = 0, which is an exponential. By uniqueness this grants that v = .
Then we have explicitly computed E(ug) := E(t) = v. Now, taking Lie of all that, we get (what
else could it be)

D* (t) (Acris)(a’) = 10g (exp(_a’t)) = —at
forall a € Ayis- And this is exactly the required explicit construction of p¢, which then acts by

PG Actis @5 D* (G (p))(S) —— Aeris ®3,, Zpt ™!
191 —— —t®t L.

Here we clearly see that t kills coker pg, since im pg = t - (Aeris ®z, Zpt_l).

Let’s now switch to the general case, in which G € BT /O is arbitrary. We want to explicitly
construct a morphism Go_ — G, (p) which will allow us to reduce the study of pg to the one
we have just defined. To achieve this goal we recall that 7,(G)Y = T,,(GP)(-1) = t T, (GP).
Hence, given any y € T,,(G)", we obtain ty € T,,(G?), which can be interpreted as a map in
Homgt/0 (Qp /Ly, Ggf). By theoremthis gives a morphism

D
(ty)” : Goe — G(p)ox
Now, by functoriality of the comparison morphism p¢, we obtain the commutative diagram
Acris ®S D* (G)(S) L ACl"iS ®Zp (TP(G))\/

i, ®D*<<ty>D)<Acmﬁ TidAms O, ((19)P)"

Acris s D* (Gm (p))(S) M) Acris ®Zp Zptilv

where we recall that both D* and 7},(G)" act contravariantly on morphisms. Now we need to
determine the morphism T},((ty)?)". To do so let’s notice that

Tp((ty)P)V (1) = T,(ty): TP(QP/ZP) — T,(GP)
1=(Q1/p")yen — ty.

Here, as computed before, we have T,,(Q,/Z,) = Z, and T,,(G”) = T,(G)"(1). Combined
with the above this determines the morphism

T((ty)P)V: t7 —— y.

Then, in the above square, we see that

1@ D*((ty)P)(Aais) (1) —2— —t®@y
idag, ®D*((ty)D)(Acras)I IidAcr;s ®T((ty)”)
101 Pomte) —t@t L.

Now, since we imposed no restriction to the choice of y € T),(G)", commutativity of the square
tells us that ¢ kills coker pg.
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We are finally left to prove injectivity. Notice that, thanks to classical Dieudonné theory,
D*(G)(S) is a free S-module of rank h. Then, inverting ¢ in Ac,s, i.6. extending scalars to
Bc.is, We obtain a surjective map

Beris ®5 D*(G)(S) — Beris @5 Tp(G)Y

between finitely generated free B.,is-modules. But then, applying Cayley-Hamilton, we see that
this is an isomorphism, so in particular it is injective. Now, since D*(G)(.S) and T),(G)" are free
modules, they are also flat, hence the inclusion Ay < Beyis induces the inclusions

Acris s D*(G)(S) R— BCTiS ®@s D~ (G)(S)

and
Acris ®S Tp(G)v — Bcris ®S Tp(G)v

This allows us to see pg as the restriction of an isomorphism to a subspace, which grants its
injectivity. And we win. ]

Remark 7.47. Notice that it is important to consider only the action of ¥x__. In fact, the S-
module structure of A.,;s is induced from the map v — [7] from Wu| to W (R). Then an action
on the tensor product Ag,is ®s D*(G)(.5) has to be compatible with this S-module structure. In
particular, since W C K, it has to fix the element [7r], which is not the case for ¥

We remark that, base changing to B.,is, the above result can actually be improved upon.

Theorem 7.48. The base change to Be.is of the morphism constructed in remark
Bcris ®S D* (G)(S) é Bcris ®Zp TP(G)\/

is a Y -equivariant isomorphism compatible with filtrations and Frobenius.

Remark 7.49. This result actually extends previously known results in the context of classical
Dieudonné theory. In fact, given G € BT /O, let’s denote by G| its base change to k = Ok /m
the residue field of Ok. Then, denoted by D*(G,) the Dieduonné module associated to G, we
have the isomorphism of modules

D*(G)(S) ~ S @w D*(Gy).

Though here we have not defined a natural filtration. As a consequence it will not be of concern
when looking at the classical comparison morphism.

Theorem 7.50. Let G € BT /O and Gy, be as above. Then we have a functorial Gy -equivariant
injection

PG - Acris Rw D~ (Gk) E— Acris ®Zp (Tp(G))v
which is also compatible with Frobenius. Inverting t we obtain a functorial G -equivariant isomorphism

p: Bcris ®W D*(Gk) — Bcris ®ZP (Tp(G))v

which again is compatible with Frobenius.
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Remark 7.51. Classically, in fact, in order to recover a natural filtration on D* (G, ), one needs
to base change to Bqr. In fact one can define D := Ok ®w D*(G). Then

Dy =D*(G)(S)/ (Fil' S @w D*(Gy)) ,
hence it inherits a filtration from that on D*(G)(S), via
Fil' Dg = Fil' / (Fil' S @w D*(Gy)) -

And now this induces the usual filtration on the scalar extension Bqr ®@w Dk, via

Fil' (Bar @w Di) = Z im (Fi/ Bar ®w Fil' 7 Dy)
JEZL
= Fil'"! Byr @w Fil' D + Fil’ By @w Dk,

since the (decreasing) filtration on D satisfies Fil° D k = Dg and Fil> D x = 0. Moreover
one defines

Fil' (Bar ®z, Tp(G)) = Fil' Bar ®z, Tp(G).

With all this in mind one can prove that the base change of the above isomorphism p to Byg, i.e.
idp,r ®p: Bar ®w D —— Bar ®z,, T,(G)

is an isomorphism compatible with the filtrations we have just defined.
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